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Enhancing youth programme 
learning through evaluation

Prerequisites:

This chapter requires no prior knowledge. It introduces readers to the concept 
of evaluation, and the different types of evaluation options available to youth 
employment interventions. 

Learning objectives:

At the end of this note, readers will be able to:
 X understand why to evaluate, the main evaluation objectives of learning 

and accountability and the different internal and external audiences for 
evaluations 

 X formulate evaluation questions based on the core criteria of relevance, 
impact, effectiveness, efficiency and sustainability 

 X choose the appropriate type of evaluation, in line with intervention needs 
and the evaluation context – including performance evaluation, impact 
evaluation and cost-effectiveness and cost-benefit analyses.

Keywords: 
Evaluability, relevance, effectiveness, efficiency, sustainability, impact, stakeholder consultation, 
descriptive research, normative research, causal research, performance evaluation, impact 
evaluation, cost-benefit, cost-effectiveness.



2 NOTE 4. ENHANCING YOUTH PROGRAMME LEARNING THROUGH EVALUATION

Why conduct an evaluation?

Evaluation is an evidence-based assessment of strategy, policy or programme and project 
outcomes, by determining their relevance, impact, effectiveness, efficiency and sustainability. 
An evaluation should provide information that is credible and useful, enabling the incorporation 
of lessons learned into the decision-making process of both recipients and donors. 

DEFINITION

Good monitoring systems are critical to knowing whether our intervention 
is moving in the intended direction. However, they do not necessarily 

answer the question of how or why changes are coming about, nor do 
they provide credible evidence that any observed changes in outcomes 
are the result of our intervention. To complement the information we obtain 
from our monitoring, we need evaluations. There are different types of 
evaluation and the extent to which we want to rely on one or several of 
them will depend primarily on our information needs. 

Before analysing how our learning objectives, together with the opera-
tional context, inform the choice of evaluation type(s) for our programme, 
project or intervention, we reflect on different motivations for and potential 
benefits of conducting evaluations. Throughout this note we focus on pos-
sible avenues for evaluating youth employment programmes.

Evaluations that build on well-designed re-
sults measurement systems are a critical 
means of improving decision-making, gener-
ating knowledge and providing verifiable evi-
dence of effectiveness of the interventions we 
implement (ILO, 2017). There are two major 
goals in conducting evaluations: learning and 
establishing transparency. Both objectives 
can be realized with respect to both internal 
and external audiences, resulting in the four 
main benefits that evaluations generate (see 
figure 4.1). 

Evaluations can help project management: 
By assessing the design, implementation or 
results of a youth employment intervention, 
evaluations enhance internal, organizational 
learning. They are, first and foremost, about 
learning for the benefit of our own project and 
organization. Furthermore, evaluations pro-
vide programme managers with the informa-
tion needed to make strategic decisions about 
necessary changes in project design, plan-
ning or implementation. By examining how 
and why certain results were achieved, eval-
uations complement performance monitor-
ing systems and results-based management 
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FIGURE 4.1: BENEFITS OF CONDUCTING EVALUATIONS

Internal
(organization,  

project) 

External
(donors,  

policymakers, etc.) 

Learning Legitimacy 

(RBM) practices. Although evaluations in 
general (and impact evaluations in particular) 
produce information periodically rather than 
continuously, they are nevertheless valuable 
parts of the project cycle. A well-designed 
evaluation helps practitioners to identify barri-
ers to young people’s access to employment, 
unexpected gaps or relevant contextual in-
fluence factors that were not diagnosed at 
the design stage (see Note 1), and address 
those issues, while sustaining programmes 
that are, or could be, achieving good results. 
Without this reflection and corresponding in-
ternal knowledge management, programmes 
run the risk of steering in the wrong direc-
tion, missing out on relevant barriers to the 
achievement of their objectives and repeat-
ing mistakes within the same institution. Thus, 

evaluations allow us to show the true value of 
our work and inform the design and planning 
of other interventions.

Evaluations generate knowledge: The youth 
employment field is characterized by a lack 
of sound evidence on what works, what does 
not work and what are the salient reasons for 
success and failure of interventions. Acquir-
ing this knowledge typically demands eval-
uations that use specific methodologies to 
provide credible estimates of the success of 
particular interventions. In a systematic re-
view of available evidence from impact eval-
uations, Kluve et al. (2016) find that ALMPs 
for youth do have a positive impact on labour 
market outcomes and that the type and design 
of interventions matter. To understand what 

1

Project
Management 

2

Knowledge
generation 
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works, in which context, for whom and why 
is crucial for the replication of good practice. 
Large evidence gaps, in particular for youth 
employment interventions in low- and middle-
income countries, remind us that much more 
knowledge is needed and promoting external 
learning through evaluations (and the dissem-
ination of their results, lessons to be learned 
and implications) remains important.

Kluve et al. (2016) document the fact that 
most of the available evaluations are in the 
area of training and skills development, while 
evidence on all other types of interventions, 
such as subsidized employment for youth, 
employment services, youth entrepreneur-
ship, youth-inclusive financial services and 
targeted programmes for excluded groups, is 
relatively scarce. Moreover, there is growing 
evaluation evidence from youth employment 
programmes implemented in sub-Saharan Af-
rica, but limited information from the Middle 
East and North Africa, South Asia and East 
Asia and the Pacific regions. 

Evaluations fulfil accountability require-
ments: Evaluations expose programmes to 
external scrutiny and hold programmes to ac-
count over the achievement of results and use 

of resources. Given the scarcity of resources, 
it is imperative to ensure that money, time and 
effort are spent in the best possible way to 
help young people find and create decent 
work, be it through training young people, 
linking them to job opportunities, providing 
them with business opportunities or offering 
counselling on career paths. It is important, 
and increasingly necessary, to be account-
able to the ultimate beneficiaries who, for 
instance, might spend their time (and some-
times money) in participating in a youth em-
ployment progamme, or various constituents 
of our organization, such as governments and 
social partners, civil society and donors. 

Evaluations can help to establish credibil-
ity: Evaluations increase the transparency 
of the project and, thereby, the reputation of 
the implementing organization. The simple 
fact that an organization or project agrees to 
carry out independent evaluations that follow 
predetermined protocols already indicates 
high standards in programming. If the evalu-
ation shows good results, then the payoff for 
both organization and programme can be im-
mense. Proving that “our” method and ap-
proach is working can make a big difference 
in the eyes of donors and policy-makers, 

The International Initiative for Impact Evaluation (3ie) has developed a Youth Employment 
Evidence Gap Map. Structured as an interactive matrix, the map provides an accessible 
overview of evidence from systematic reviews and impact evaluations for programme 
developers and evaluators. Evidence is presented by major ALMP category (skills 
training, entrepreneurship promotion, employment services and subsidized employment) 
as well as by outcome category (employment, earnings, business performance). 
See http://gapmaps.3ieimpact.org/evidence-maps/youth-employment-evidence-gap-map

Box 4.1: Youth Employment Evidence Gap Map

http://gapmaps.3ieimpact.org/evidence-maps/youth-employment-evidence-gap-map
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who, prior to the evaluation, were unable to 
differentiate the impacts of our intervention 
from the alleged impacts of numerous other 
programmes

All evaluation results convey learning: 
While, positive evaluation results can be used 
in advocacy efforts to obtain greater support 
from donors, governments and the general 
public, negative findings are arguably even 
more useful in helping to iterate and refine 
intervention modules. As in any other field, 
building successful products and services 

requires testing, prototyping and adapting to 
local circumstances. Failures are a necessary 
step toward state-of-the-art programming. 
And, especially when evaluation is not simply 
asking what works or doesn’t work but also 
how and why certain approaches work, nega-
tive results will improve both programme de-
sign and ongoing operations. If, early in the 
process, we are able to understand the prob-
lems that may reduce the effectiveness of our 
intervention, then we are in a good position to 
build successful projects in the long run.

There are important linkages between programme design and evaluation. One of the major roles 
of evaluation is to support learning and, in turn, future planning. The usefulness and feasibility of 
the evaluation is highly dependent on the quality of the original programme design, as set out in 
Note 1. Bear the following points in mind:

• Evaluation does not make up for poor design: Later evaluation does not replace early 
thinking. A carefully thought-out programme design, based on existing research and 
experience, puts the programme on the best possible path for success. 

• The evaluation strategy will depend on the knowledge gaps identified during the 
design stage: Knowing the evidence base and identifying potential knowledge gaps are 
important factors in choosing the right evaluation strategy. For example, impact evaluations 
will be particularly valuable for innovative and untested programmes that provide an 
opportunity to fill global knowledge gaps. 

• The right programme design can facilitate evaluation: Some programmes are easier 
to evaluate than others. For example, if an impact assessment is not planned during the 
design stage of the programme, the tools available to conduct the evaluation may be 
severely constrained. However, choosing clear, fair and transparent targeting criteria, 
such as random assignment for oversubscribed programmes or eligibility scores, can 
significantly ease the evaluation process. Thus, if there are multiple acceptable ways of 
delivering a particular programme, it may be wise to plan ahead and choose a design that 
also suits the evaluation. 

Box 4.2: The link between programme design and evaluation
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Assessing the evaluability of our intervention

Before starting on the evaluation activities, it is 
advisable to assess whether it is actually pos-
sible to evaluate the intervention under con-
sideration. A scoping exercise can determine 
how well the intervention, as planned, can be 
evaluated. Evaluability assessments can be 
carried out for both performance and impact 
evaluations (Davies, 2013). In both cases, the 
assessment establishes whether an interven-
tion features the necessary requirements for a 
performance or impact evaluation to be con-
ducted in a way that will generate useful re-
sults. Moreover, the coherence and logic of 
an intervention, project or programme is re-
viewed and the timing of the planned eval-
uation, the political, social and economic 
context, as well as the availability of sufficient 
resources for the evaluation, are all taken into 
account.

Assessing evaluability for performance evalu-
ation also includes clarifying both data avail-
ability and the adequacy of available data for 
reflecting progress towards results. 

Furthermore, such a scoping exercise can as-
sess the presence of a well-developed results 
measurement framework and the availabil-
ity and quality of baseline data for assessing 

changes (Note 3). For impact evaluations, 
these assessments also consider how likely 
it is that an impact study will lead to real im-
provements in programme performance and 
success and, thus, whether the costs in terms 
of effort and money will realistically be out-
weighed by the anticipated benefits. Follow-
ing this assessment, the scope, methods and 
timing of the evaluation can be adjusted ac-
cordingly (ILO, 2017).

Evaluability is the extent to which an activity or programme can be evaluated in a reliable and 
credible fashion. 

DEFINITION

The ILO has developed a meth-
odology to systematically assess 
evaluability, based on best prac-

tices among OECD/DAC members. The 
evaluability instrument scores individu-
al projects and programmes based on 
objective, indicators, existence of baseline 
data, milestones, risks and assumptions, 
as well as monitoring and evaluation. 
Detailed guidance on this tool is available 
in ILO (2017). Further information can 
be requested from the ILO’s Evaluation 
Office.

TIP
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Evaluation criteria and evaluation questions

As already mentioned, evaluations are peri-
odic assessments of the relevance, effective-
ness, efficiency, impact and sustainability 
of our intervention. These are the common 

evaluation criteria as originally defined by 
the Organisation for Economic Co-operation 
and Development (OECD) (see table 4.1 for 
more detail). 

Table 4.1: Evaluation criteria 
Criteria Description

Relevance
The extent to which the objectives of an intervention are consistent with beneficiaries’ 
requirements, country needs, global priorities and partners’ and donors’ policies

Effectiveness
The extent to which the intervention attains its objectives
The major factors influencing the achievement or non-achievement of the 
objectives

Efficiency

A measure of how economically inputs (money, expertise, time) are converted into 
results
If possible, an indication of costs per output/beneficiary should be determined and a 
comparison made with similar interventions 

Impact
A measure of the positive and negative changes produced by the intervention
Estimates of causal differences that the intervention has made to the beneficiaries

Sustainability
The likelihood that the results of the intervention are durable and can be maintained 
by intervention partners
The extent to which benefits of a project will continue after donor input ceases

Source: Based on OECD/DAC, 2002 and ILO, 2017.

Formulate evaluation questions: In prac-
tice, we may have many evaluation ques-
tions across all criteria that we would like to 
assess. While evaluation criteria are formu-
lated in a general manner, evaluation ques-
tions need to be adapted and tailored to the 

specific intervention. This also helps to define 
the menu of appropriate monitoring and eval-
uation (M&E) tools that will allow those ques-
tions to be answered (GAO, 2012). There are 
several important considerations when formu-
lating evaluation questions: 

Evaluation criteria: To ensure a high quality of evaluation studies, it is good practice to assess 
a number of standardized evaluation criteria (e.g. relevance, effectiveness, efficiency, impact and 
sustainability) that are formulated in a general manner.

DEFINITION

Evaluation question: Evaluation questions adopt and tailor evaluation criteria to the specifics 
of the intervention.

DEFINITION
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1. Involve stakeholders: Before getting started, 
it is important to identify the audience for 
the evaluation and what that audience wants 
to know. The set of stakeholders depends 
on the intended goals of the evaluation (see 
the section “Why conduct an evaluation?” 
above) and typically includes project 
managers and staff members in the 
originating organization as well as key 
national and local partners (for example, 
line ministries and social partners involved) 
as well as donors. Involvement of our target 
audience to jointly identify evaluation 
questions is important for the assessment 
of all evaluation criteria and particularly 
helpful for evaluating the relevance and 
sustainability of an intervention.

2. Choose complementary questions for 
each evaluation criterion: All types of 
evaluation questions examine different 
aspects of the project and provide different 
kinds of information. Rather than being 
substitutes, they often complement or build 
on each other. For most assessed evaluation 
criteria, it makes sense to ask a mixture of 
descriptive, normative and cause-and-effect 
questions (Imas and Rist, 2009):

 X descriptive questions seek to define 
processes, conditions, organization-
al relationships and stakeholder views 
(What is going on in our project?)

 X normative questions compare what 
is taking place to what should be tak-
ing place. They compare the current 
situation with the specific objectives 
and targets that have been defined 
(Has our project been implemented 
as intended? Is it performing as 
expected?)

 X cause-and-effect questions examine 
outcomes and try to measure the dif-
ference that an intervention makes. 
They ask whether objectives have 
been achieved as a result of our pro-
ject (To what extent can we attribute 
observable change to our interven-
tion?).

3. Organize evaluation questions around 
the results chain, where possible: If a 
reliable results measurement system is in 
place (see Note 3), there should be 
consensus around our project logic in terms 
of implementation and results, which in turn 
helps to identify critical learning objectives 
of the intervention. Descriptive and normative 
questions can relate to all levels of the 
results chain; however, cause-and-effect 
questions mainly refer to outcomes and 
impact-level outcomes. This strategy is 
particularly useful for identifying questions 
to assess a project’s effectiveness, efficiency 
and impact (see table 4.2).
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Table 4.2: Examples of evaluation questions formulated along a results chain

Inputs Activities Outputs Outcomes Higher level 
goals

Descriptive

• How does the 
cost of the 
programme 
compare to 
similar 
interventions?

• What 
qualifications 
do the service 
providers 
have?

• What other 
ongoing 
interventions 
are there?

• Do youth know 
about the pro-
gramme and 
how they qualify 
to join?

• What delivery 
mechanisms 
are being used?

• To what extent 
does the pro-
gramme imple-
mentation differ 
by site?

• How many 
youth 
participate 
(by age, sex, 
etc.)?

• Who drops 
out?

• Which 
services are 
used the 
most?

• Are participants 
satisfied with the 
programme?

• Are there any 
observable 
changes in 
participant’s basic, 
technical or core 
skills?

• How many 
programme 
participants find 
employment within 
3 months?

• What are the 
current local 
youth unem-
ployment rates? 

• How high is the 
average house-
hold income?

Normative

• Do we spend 
as much as we 
have 
budgeted?

• Are the staff 
and financial 
resources 
adequate?

• Is the 
programme 
duplicating 
other efforts?

• Is the process 
for selecting 
participants fair 
and equitable?

• Is the 
programme 
implementation 
delayed?

• Are operational 
manuals being 
followed?

• Do we 
achieve the 
desired 
gender 
balance in 
participants?

• Will we reach 
the goal of 
training 5,000 
youth per 
year?

• Does participant 
income increase 
by 20%, as 
planned?

• Do 80% of 
beneficiaries find a 
job within 3 months 
of graduation, as 
required?

• Is local youth 
unemployment 
falling, com-
pared to the 
programme 
start?

• Are household 
incomes 
evolving?

• Are more 
households 
becoming self-
sufficient?

Cause- 
and -effect

• n/a • n/a • n/a • As a result of the 
job training, do 
participants have 
higher paying jobs 
than they otherwise 
would have?

• Do 80% of 
beneficiaries find a 
job within 3 months 
of graduation due 
to their participation 
in the programme?

• Does including 
internships 
increase the 
effectiveness of 
technical training 
offered?

• Does the 
programme affect 
boys and girls 
differently?

• What, if any, 
unintended positive 
or negative direct 
effects are there?

• Does the 
project 
contribute to 
reducing 
poverty in the 
area?

• What other 
(positive or 
negative) 
impacts does 
this intervention 
have on the 
living conditions 
of the wider 
community?

Source: Based on OECD/DAC, 2002 and ILO, 2017.
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There is no one-size-fits-all evaluation tem-
plate. Ultimately, the choice of the evaluation 
should depend on the type of information we 
want to collect (What do we want to assess: 
programme progress/performance/attribut-
able impacts?), as well as on available re-
sources, such as skills, money and time. 

Figure 4.2 provides an overview of available 
evaluation options, depending on the type of 

questions we want to answer. There are other 
types of evaluations, which focus on assess-
ing high-level policies, national strategies in a 
certain sector or thematic area, or macro im-
plications of development cooperation. They 
are not considered in this note, which is lim-
ited to evaluation of projects and interven-
tions that directly impact beneficiaries, such 
as through ALMPs for young people.

Linking evaluation questions to 
evaluation types

FIGURE 4.2: DIFFERENT EVALUATION TYPES

Performance evaluation

Cost-effectiveness analysis Cost-benefit analysis

Monitoring

Impact evaluation

Normative Cause-and-effectDescriptive

Type of
evaluation question 

to be answered
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MONITORING (NO EVALUATION)

If a programme manager requires only de-
scriptive information about the interven-
tion, for example, because the project is in a 
very early stage and the objective is to ob-
tain some general information about how the 
programme is being implemented, then a full-
fledged evaluation may not be necessary. In 
that case, the knowledge obtained from moni-
toring may well be sufficient. Obviously, this 
requires the existence of a well-functioning 

results measurement system, with a clearly 
defined results chain, indicators, data collec-
tion tools and so on (see Notes 2 and 3). A 
solid monitoring system is the backbone of all 
processes of results measurement and inter-
nal learning and provides a firm foundation for 
conducting thorough and informative evalua-
tions. If such a system is in place, descriptive 
information about the programme should be 
relatively east to obtain.

PERFORMANCE EVALUATION

Performance evaluations are a systematic, 
objective assessment of an ongoing or com-
pleted project or programme, its design, im-
plementation and results. They evaluate how 
well programme objectives have been formu-
lated (see Note 1) and what has been achieved 
to date. This requires an understanding of 
whether there are gaps between planned and 
realized activities and outputs and, if so, why. 
Building on descriptive information, such as 
what activities are being conducted and who is 
participating in the programme (or who is not), 
performance evaluations identify ways to im-
prove the quality of the services offered. Perfor-
mance evaluations often take a comprehensive 
approach and assess most, or all, of the five 
evaluation criteria (see table 4.1).

This implies that they also assess whether 
the results framework is appropriate; that is, 
whether there are inconsistencies between 

the resources, activities and objectives, and 
whether priorities or timelines should be 
adapted to ensure that the agreed objectives 
are achieved effectively. For this purpose, 
the whole theory of change is being revised. 
An important question is whether the envis-
aged outcomes were achieved. Moreover, 
performance evaluation also examine in de-
tail the linkages between activities, outputs 
and outcomes, as well as whether underly-
ing assumptions turned out to be realistic. For 
example, when conducting a performance 
evaluation of a skills training programme for 
unemployed youth, the evaluator will assess 
the progress of previously defined indica-
tors for outputs (e.g. number of young people 
trained), intermediate outcomes (e.g. number 
of applications sent, number of job interviews 
obtained) and impact-level outcomes (e.g. 
number of jobs obtained). They will aim to un-
derstand the assumptions underlying each 

Performance evaluation: A performance evaluation assesses the quality of the service 
delivered and the outcomes (results) achieved. It typically covers short-term and medium-term 
outcomes, but not casual impact.

DEFINITION
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connection (e.g. participation in the training 
contributed to an increase in job-search be-
haviour) and test whether they are applicable 
and appropriate. 

Such evaluations can be carried out across 
all stages of implementation, but they are par-
ticularly common for mid-term reviews (when 
their focus is on learning for programme man-
agement) or at programme completion (when 
their focus is on accountability and lessons 
learned for future interventions) (see box 
4.3). However, it is important to consider pro-
gramme evaluation from the planning stage 
onwards. The formulation of the results chain, 
the design of SMART indicators (see Note 3) 
and the gathering of baseline data should 
be undertaken with due consideration for the 

type of evaluation to be conducted later on, in 
order to ensure a coherent process and ac-
cess to good quality data. 

Typically carried out by an independent 
evaluator, performance evaluations can be 
implemented relatively quickly and at mod-
erate cost. They tend to rely heavily on desk 
research (e.g. the analysis of available ad-
ministrative data), key informant interviews, 
field visits and observations, as well as focus 
group discussions. Sometimes, however, per-
formance evaluations may incorporate more 
extensive data collection, such as the imple-
mentation of surveys, a before-and-after com-
parison of participant outcomes or additional 
qualitative tools (see figure 4.3 for the key 
steps in an evaluation).

• Annual reviews focus on outputs and outcomes of projects, programmes, strategies 
or policies. They are a form of internal evaluation during which the stakeholders reflect 
on how well the intervention is progressing towards achieving its objectives, taking into 
account available M&E data. Reviews with this type of focus may also be organized to look 
at specific issues. 

• Mid-term evaluations should take place during the implementation of projects, programmes, 
strategies or policies. The exact timing will vary and should be flexible, if justified. They are 
most useful when a number of planned activities have been delivered and a considerable 
percentage of funds have been spent. Mid-term evaluations aim to assess the continued 
relevance of an intervention and progress made towards achieving its planned objectives, 
offering an opportunity to make modifications to ensure they are achieved.

• Final evaluations focus on the outcomes of projects, programmes, strategies or policies 
and the likelihood that they will achieve their intended impact. These evaluations provide 
an opportunity for in-depth reflection on the strategy and assumptions guiding the 
intervention. They assess the extent to which an intervention achieved its objectives and 
may recommend adjustments to its strategy. They are also a means to assess how well 
intervention-level actions support higher-level strategies and objectives, as articulated in 
Decent Work Country Programmes (DWCPs) and the ILO’s Programme and Budget (P&B).

• Ex-post evaluations take place after completion of the project with the aim of assessing 
longer-term effects of specific interventions. They can be part of strategy/policy, thematic or 
country programme evaluations that also consider linkages between different interventions 
and longer-term development outcomes. The primary purpose of these evaluations is to 
examine the sustained impact of a particular intervention.

Box 4.3: Categorizing evaluations by timing 

Source: ILO, 2017.
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Typically, performance evaluations cannot as-
sess if a certain outcome happened explicitly 
due to the programme activities. Claiming the 
causal attribution of an observed change for 
an intervention requires robust impact evalu-
ation methodologies to be applied (see the 
following section). However, the transition 
between the two evaluation types is fluid. In 
particular, qualitative tools can be used in 
performance evaluations in order to estab-
lish a causal link between the project ac-
tivities and the measured outcome. This is 
usually done by identifying and revising alter-
native hypotheses on the causal process un-
derlying the outcome in question. In contexts 
where a counterfactual-based impact evalu-
ation is not feasible, reasonable or desired, 

it is recommended that the range of qualita-
tive methods for establishing causal claims 
in performance evaluations be explored and 
assumptions about contributions of the in-
tervention to broader development impacts 
and goals be assessed (ILO, 2017). A useful 
overview of qualitative methods for address-
ing cause-and-effect questions that can also 
form part of a performance evaluation can be 
found in White and Phillips (2012). 

In sum, performance evaluations aim to de-
termine whether a programme is being 
implemented effectively with regard to its ob-
jectives, what is going right or wrong and why, 
and to generate lessons learned to inform fu-
ture decision-making processes. 

Source: ILO, 2017.

FIGURE 4.3: KEY STEPS IN PLANNING AND MANAGING AN EVALUATION
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IMPACT EVALUATION

Impact evaluations answer cause-and-effect 
questions. Such questions require us to deter-
mine not only whether the desired outcomes 
occurred but also if those outcomes occurred 
because the programme was implemented. 
In other words, impact evaluations aim to de-
termine whether observed changes in the 
economic or social well-being of beneficiaries 
can be attributed to a particular intervention, 
project or programme (ILO, 2013).

Impact evaluations require methods to explic-
itly tackle the challenge of isolating the causal 
effect of an intervention on outcomes of inter-
est. This is usually achieved by constructing a 
counterfactual scenario, i.e. aiming to answer 
the question “What would have happened 
in the absence of the programme?”. This is 
what makes impact evaluations different from 
performance evaluations and monitoring sys-
tems that typically focus on programme ben-
eficiaries alone. They therefore tend to require 
more time and statistical skill, and they typi-
cally cost more than other evaluation types.

Based on the information they provide, im-
pact evaluations are particularly useful for 
informing strategic approaches, from scal-
ing up effective interventions to curtailing 
unpromising programmes (Rubio, 2011). De-
cisions linked to replication and expansion of-
ten require evidence on whether smaller pilot 
projects worked for a comparable population. 
As governments, donors and non-govern-
mental organizations are accountable for 
spending scarce resources efficiently, they in-
creasingly demand the reliable evidence that 
well-conducted impact evaluation can deliver 

(ILO, 2013). Importantly, the current global 
evidence base on what works in youth em-
ployment is still limited, so more impact evalu-
ations are needed to support external learning 
processes. Impact evaluations also help us to 
understand which programme design options 
(dosage, delivery channel, etc.) are most im-
portant within a specific programme category, 
such as skills training, employment services 
or entrepreneurship promotion.

There is a huge spectrum of impact evaluation 
approaches available for exploring the causal 
effects of youth labour market programmes. 
Depending on the intervention and context, 
some methods may be more practical, use-
ful and, at the same time, less costly and less 
time-consuming than others. A more detailed 
description of impact evaluation methods, in-
cluding the advantages and disadvantages 
of their application in different contexts, can 
be found in Note 5.

While performance evaluations can be part 
of every programme, impact evaluations and 
cost-benefit analyses should be applied more 
selectively. According to Gertler et al. (2011), 
the additional effort and resources required 
for conducting impact evaluations are best 
mobilized when the programme is (1) strate-
gically relevant and influential, (2) innovative 
or untested and (3) replicable:

 X Strategically relevant and influential: How 
important would the results be for informing 
future programmes, policies or policy 
dialogue? If the stakes of an intervention 
are high, then an impact evaluation should 

Impact evaluation: An impact evaluation establishes a causal link between a programme or 
intervention and a set of outcomes. An impact evaluation tries to answer the question of whether 
a programme is responsible for the changes observed in the outcomes of interest.

DEFINITION
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be considered. This may apply to new 
initiatives as well as to existing programmes 
when we need to make decisions about 
their continuation, expansion or termination. 
In fact, even an expensive impact evaluation 
can be highly cost-effective since its findings 
may help to produce important improvements 
in programme performance (World Bank, 
2009).

 X Innovative or untested: What is the current 
state of evidence or knowledge on the 
proposed programme’s impacts? If little is 
known about the effectiveness of the type 
of intervention, globally or in a particular 
context, an impact evaluation can add 
powerful knowledge to our organization and 
the entire field. This is the case for most 

youth employment programmes, for which 
the evidence base is still slim.

 X Replicable: To what extent and under what 
circumstances could a successful pilot or 
small-scale programme be scaled up or 
replicated with different population groups? 
If the programme can be scaled up, or can 
be applied in different settings, then an 
impact evaluation is an important step in 
providing the justification for programme 
replication. However, aspects and sensitivities 
related to the specific context, target group 
or design of the initial pilot need to be 
carefully analysed before taking a decision 
on upscaling or replication in order to prevent 
failure at a larger scale. 

COST-EFFECTIVENESS AND COST-BENEFIT ANALYSES

Cost-effectiveness and cost-benefit evalu-
ations assess both monetary and non-mon-
etary programme costs and compare them 
with alternative uses of the same resources 
and the benefits produced by the intervention 
(Baker, 2000). 

Cost-effectiveness analysis (CEA) meas-
ures the cost per output or outcome (e.g. 
US$300 per youth trained, US$500 per job 
created) and compares this cost to similar 

interventions of our own and other organi-
zations. It thus answers the question of how 
much output or outcome we get per dollar 
spent (descriptive) and whether there is a gap 
between those findings and our expectations 
(normative). 

Cost-benefit analysis (CBA), in turn, weighs the 
total expected costs against the total expected 
benefits (outcomes) of an intervention, where 
both costs and benefits are typically expressed 

Cost-effectiveness analysis (CEA): CEA measures the cost per output or outcome (e.g. $300 
per youth trained, $500 per job created) and compares this cost to similar interventions of our 
own and other organizations. 

DEFINITION

Cost-benefit analysis (CBA): CBA weighs the total expected costs against the total expected 
benefits (outcomes) of an intervention, where both costs and benefits are typically expressed in 
monetary terms. 

DEFINITION
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in monetary terms. For instance, if our pro-
gramme were to help 500 youth to find and re-
tain jobs or set up sustainable small businesses, 
we would (1) estimate the aggregate benefits 
in terms of higher incomes, better health, lower 
crime rate etc. and (2) compare these benefits 
to the overall costs of the intervention.

Two summary measures are typically used in a 
cost-benefit analysis. The first is a benefit-cost 
ratio. To find this ratio, divide the programme’s 
net benefits by its net costs. The result is a sum-
mary measure that states “for every dollar spent 
on programme X, Y dollars are saved”. This 
type of summary measure is popular with pol-
icy-makers because it is readily understanda-
ble. If the benefit-cost ratio is greater than US$1, 
it implies that the programme or intervention 
produces more benefit than it costs. Another 
summary measure for benefit-cost analysis is 
the net benefits approach, derived by subtract-
ing net costs from net benefits. According to this 
method, programmes show a positive return on 
investment if net benefits are greater than zero. 

Historically, major development finance in-
stitutions, such as the World Bank, made 
decisions based primarily on use of cost-ben-
efit analysis. Such analysis served to dem-
onstrate a commitment to measuring results 
and ensuring accountability. However, the 
percentage of World Bank projects justified 
by cost-benefit analysis has been trending 
downward for several decades, due to both 
a decline in adherence to policy and the diffi-
culty of applying cost-benefit analyses.

In recent years, the “managing for results” 
agenda has been dominated by discussions 
about measuring results, using logical frame-
works to frame the monitoring and evaluation ef-
forts, and impact evaluation to measure impact 
in a more accurate and rigorous way. These ef-
forts complement each other. Yet, in practice, 
they are often treated separately, leading to un-
necessary fragmentation.

According to the World Bank’s Independent 
Evaluation Group (IEG, 2010), cost-benefit 
analyses often do not mention or use impact 
evaluation results, despite the fact that meas-
urement of benefits against the counterfactual 
is integral to cost-benefit assessment. Similarly, 
it is rare to find impact evaluation studies that 
embed the results they obtain in a cost-bene-
fit setting. For example, suppose that an inter-
vention is designed to raise youth incomes. The 
value of the increase in income would be part 
of the benefit flow in the cost-benefit analysis, 
and the researcher would typically make an in-
formed estimate of the income that would have 
accrued without the intervention and then com-
pute the value of the change in income. An im-
pact evaluation would provide that figure more 
accurately. Similarly, an impact evaluation that 
went no further than providing estimates of the 
increase in income would be an incomplete 
evaluation for decision-makers who want to 
know whether to repeat the project. What was 
the value of the increase in incomes, how does 
that compare with the costs? In this example the 
information from the impact evaluation and the 
cost-benefit framework complement each other 
and provide better analysis.
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Understanding evaluation needs based on 
the operational context

After formulating evaluation questions and 
identifying potential types of evaluation, we 
need to explore which evaluation can be 
carried out under which conditions. This im-
plies analysing the operational context of our 

intervention to gain a clearer understanding 
of how time and resource constraints, as well 
as political considerations, might affect any 
potential evaluation. This also involves taking 
factors outside our intervention into account.

TIMING

Early identification of evaluation demands: 
Planning an evaluation should ideally be part 
of the programme planning phase. However, 
often information needs may arise suddenly; 
for example, as a result of unexpected prob-
lems on the ground, or a request from a do-
nor. Similarly, operational constraints, such as 
having to implement a programme quickly to 
disburse funds, may dictate the timetable for 
evaluation. These constraints are unavoida-
ble in real life but reduce the options for eval-
uation that may be available.

Varying information needs over the pro-
gramme life cycle: A programme that has 
just been planned may require a cost-effec-
tiveness analysis to help determine whether 
or not it should be implemented. Alternatively, 
for a recently launched intervention, we may 
need to know how closely programme pro-
cedures are being followed and whether any 
adjustments are necessary to guarantee suc-
cessful programme operation in the future 
(Rubio, 2011). In many cases these informa-
tion needs can be estimated even before the 
programme begins, as can the approximate 
timing of the evaluation. 

Evaluation time frames differ significantly, in 
part dependent on the methods used for col-
lecting and analysing data. In general, it is fair 
to assume that a performance evaluation can 
be carried out within one to six months. They 
can be carried out relatively quickly when re-
lying heavily on desk research and a limited 
number of interviews, but the time frame will 
extend as soon as complex processes are 
being analysed and more data are collected. 
Impact evaluations tend to be the most time 
consuming of all (taking six months to two or 
more years), since their methodology needs 
to be carefully planned and new data col-
lection is often required. Cost-benefit analy-
sis itself can take less than a month if all the 
necessary data are available. However, if in-
formation first needs to be collected, the pro-
cess can take much longer.

Box 4.4 illustrates the point in a programme’s 
life cycle at which different evaluation strate-
gies are best conducted.
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Box 4.4: Life cycle of a programme and suitable evaluation 
strategies

FIGURE 4.4: OVERVIEW OF TYPICAL PROGRAMME PHASES

Phase 1: The first pilot of an innovative and relatively untested youth employment intervention is 
about to start. What evaluation should be used?

At the earliest stages of a programme, we usually need to make sure that everything is being 
done as planned. Conducting an impact evaluation at this time is not recommended because 
the results would not reflect the true quality of the programme. It is more appropriate to focus on 
monitoring until the programme is fully operational and the implementation issues common in 
setting up new programmes have been resolved. Qualitative data collection methods (e.g. key 
informant interviews, focus groups) can be particularly useful in these early stages as they may 
answer why certain elements are or are not working as intended.

Phase 2: The intervention has been running for one year, and early operational issues have 
been resolved. Monitoring shows that beneficiaries are satisfied with the programme. Should we 
expand the programme or replicate it elsewhere?

Now may be the time for an impact evaluation. The programme is up and running and we are 
confident about the quality of implementation. An impact evaluation will allow us to confirm that 
the programme is having an effect on the outcomes of interest. We can also use the impact 
evaluation to compare the effectiveness of programme design alternatives (e.g. different combi-
nations of activities, different intensities of activities) if we are still uncertain about specific design 
elements. By applying a mixed method design we can understand why certain elements are 
working and identify any remaining bottlenecks to fine-tune our intervention. As a result of the 
information obtained through an impact evaluation, we can make the decision on whether or not 
substantial funds should be invested in the programme.

Phase 1

SMALL PILOT

Phase 2

FULL PILOT

Phase 3

FULL LAUNCH

• Resolve  
operational issues

• Ensure  
self-reported 
satisfaction

• Run fully 
operational 
programme

• Conduct impact 
evaluation to 
analyze the effect of 
the programme

• Expand  
programme if  
phase 2 succeeds

• Incorporate  
lessons from impact 
evaluation
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RESOURCES

Some otherwise desirable evaluation meth-
ods may not be feasible if we don’t have the 
human and financial resources to carry them 
out. It is important to assess the skills and 
funding available in our programme or organ-
ization to ensure that they are in line with the 
requirements of the evaluation we envision.

Conducting quality evaluations calls for spe-
cial skills that may not always exist in a pro-
gramme or organization. In that case, and to 
ensure neutrality, it is often advisable to hire 
external evaluators.

The differences in scope and varying forms 
of data collection and analysis create a wide 
range of evaluation costs. Relying on desk 
research and key informant interviews is 

naturally much cheaper than designing and 
running new surveys involving a large num-
ber of people. Performance evaluations are 
usually the cheapest type of evaluation, with 
costs ranging from $10,000 to $60,000, de-
pending on the scope of the evaluation and 
salary of the evaluator, as well as the data col-
lection tools employed. In contrast, costs for 
impact evaluations vary widely (from around 
$30,000 to over $500,000) depending on the 
methodology used: the more data collected, 
the more expensive the evaluation becomes. 
Finally, cost-effectiveness and cost-benefit 
analyses can run from $10,000 to $30,000, 
depending on whether benefits have previ-
ously been measured (otherwise, see the 
costs for impact evaluations) and whether 
data are readily available.

THE POLITICAL CONTEXT

Different stakeholders within and outside 
our organization may have potentially com-
peting interests in terms of whether or not 
an evaluation should take place, the issues 
to be studied, the type of evaluation and its 

methodology, the data collection strategy, 
and who, if anyone, should be hired for the 
evaluation. All of these factors can exert pres-
sure on the choice of an evaluation and influ-
ence the relevance and quality of the planned 

Phase 3: The impact evaluation yielded very positive results overall. Do we still need to evaluate?

Although positive results do not imply that the programme would work equally well in different 
contexts, we can now be fairly confident about the accuracy of our theory of change and the 
combination of activities. This is a good basis for expanding the programme to include more par-
ticipants or replicating it in similar sites. Unless we want to significantly modify our intervention, 
another impact evaluation will probably not be necessary. However, we need to be certain that 
the quality of implementation remains high and that we achieve our objectives. Monitoring on all 
levels, including outcomes, must remain a fundamental component of our programme. Moreo-
ver, independent performance evaluations at regular intervals can help to verify the continued 
relevance and quality of the programme.
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research. Such pressure may range from 
hints that certain issues should not be studied 
to the expression of official disapproval on the 
part of public authorities, effectively vetoing 
the interviewing of certain groups of youth, 
families or communities.

It is therefore important to try to understand 
the various interests and the political environ-
ment that exists in the specific context. The 
following questions will help us begin our 
analysis:

1. What is the local political context and the 
distribution of power?

2. What are the relationships among benefi-
ciaries, programme managers, policy-
makers, donors and other stakeholders?

3. What are the interests of and incentives for 
each group of stakeholders in terms of 
influencing the conduct of the evaluation 
and the design of the programme? For 
example, if the programme is narrowly 
targeted at one particular group of young 
people, those not included will have an 
incentive to influence the programme and 
evaluation in such a way that they, too, can 
receive benefits.

4. If the evaluation shows impact, who are the 
potential winners and losers from any 
programmatic or policy reform that could 
derive from the evaluation? 

5. What are the conclusions and implications 
if the evaluation shows no impact?

6. Will the local environment allow a rigorous 
and independent evaluation, and will it 
support the evaluators in publishing their 
evidence-based findings, regardless of 
political consequences?

Working to understand stakeholder concerns 
through continuous and open interaction can 
help us to identify ways in which to address 
the pressures and competing interests and to 
build support for the evaluation. In this con-
text, it is desirable for the programme to both 
ensure that the political will exists at higher 
levels of the hierarchy (to avoid the evaluation 
being thwarted) and have good relationships 
with key stakeholders at the grassroots level 
(in order to ensure ready access to data, co-
operation and honesty). Moreover, it is usually 
helpful to bring in external evaluators who, 
in addition to contributing a specific skill set, 
may find it easier to maintain their independ-
ence. Table 4.3 presents a summary of the 
evaluation types.
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Table 4.3: Overview of the main evaluation types
Performance evaluation Impact evaluation Cost-effectiveness and

cost-benefit analyses

What are the main 
questions 
answered by this 
type of 
evaluation?

• Do programmes have clear 
objectives?

• Is the programme design 
appropriate to achieve the 
objectives?

• Are adequate resources and 
systems (management, 
information, etc.) in place?

• To what extent have pro-
gramme objectives been 
achieved?

• Do priorities need to be 
changed?

• Is the programme being 
implemented according to 
design?

• How has the well-being of 
participants changed as a 
result of the intervention?

• Are there any unintended 
consequences, positive or 
negative, on programme 
participants?

• Are programme costs 
justified, compared with 
similar interventions?

• Are aggregate programme 
costs justified in terms of 
the benefits achieved?

When can this 
evaluation be 
conducted?

It may be conducted at early 
stages of implementation, for 
mid-term review or at pro-
gramme completion

It should be designed during 
the planning of a programme 
but the final results will typically 
not be available until after the 
programme (phase) has been 
completed

It is commonly conducted dur-
ing an ex ante analysis to deter-
mine whether the programme 
is worth implementing or con-
tinuing, or after the programme 
is completed to determine the 
final costs and their relation to 
the achieved benefits

How long does it 
take?

1–6 months (more if additional 
data collection is involved)

• At least 6 months (retrospec-
tive evaluation)

• Approximately 12–24 months 
(prospective evaluation)

1–3 months

What data collec-
tion and analyses 
are required?

Desk review of existing docu-
ments and selected field visits 
and interviews with programme 
staff and clients. Possibly com-
plemented by monitoring data 
analysis, beneficiary and stake-
holder interviews, mini-surveys, 
focus groups, etc.

Statistical and econometric 
analysis of survey and admin-
istrative data, ideally combined 
with qualitative data analysis

Desk review of existing pro-
gramme documents and rel-
evant literature as well as key 
informant interviews

Who carries out 
the evaluation?

Usually independent evaluator 
(but can also be internal)

Independent evaluation team, 
including, for example, lead 
evaluator, field coordinator, 
survey firm

Independent evaluator (can 
be the same as for perfor-
m a n c e  o r  i m p a c t 
evaluation)

What skills are 
needed?

Programme analysis, possibly 
qualitative and simple quantita-
tive methods

Statistical and econometric 
analysis, possibly qualitative 
methods

Valuation and econometric 
analysis of programme costs 
and benefits

What are the 
costs?

$10,000–$60,000 Can range from $15,000 to 
$1 million or more, depending 
on the size and complexity of 
the programme

$10,000–$30,000

What programmes 
are best suited for 
this evaluation?

Any programme Programmes that are
• innovative and untested
• strategically relevant and 

influential
• replicable

• For cost-effectiveness 
analysis: any programme

• for cost-benefit analysis: 
same as impact evaluation

Source: Adapted from Rubio, 2011.
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 X ILO. 2017. Policy guidelines for 
evaluation: Principles, ration-
ale, planning and managing for 
evaluations, 3rd edn (Geneva). 
 

 X OECD DAC. 1991. Principles 
for the Evaluation of Develop-
ment Assistance. 

 X Rubio, G.M. 2011. The design 
and implementation of a menu 
of evaluations, PREM Notes, 
The Nuts and Bolts of M&E 
Systems, No. 6 (Washington, 
DC, World Bank). 

KEY POINTS

1. Learning needs are the point of departure 
for any evaluation. This requires formulating 
evaluation questions at each level of the 
results chain and prioritizing the most 
relevant ones. In general, evaluation 
questions can be descriptive, normative 
or cause-and-effect and relate to one or 
several evaluation criteria, which are the 
relevance, effectiveness, efficiency, impact 
and sustainability of the intervention under 
consideration.

2. The choice of evaluation strategy and 
the right mix of evaluation types depends 
on the evaluation questions. Purely 
descriptive information needs may not 
require an evaluation and monitoring may 
suffice. Normative questions are most 
commonly answered through performance 
evaluations. If cause-and-effect questions 
are the priority, impact evaluations are 

needed. Cost-effectiveness and cost-benefit 
analyses determine whether the costs 
involved in an intervention are justifiable.

3. Impact evaluations aim to determine 
whether and to what extent an intervention 
had a causal effect (either positive or 
negative) on beneficiaries. Lessons learned 
from impact evaluation can potentially be 
applied beyond the intervention itself, thus 
allowing for broadly applicable knowledge 
generation.

4. Choosing an appropriate type of evaluation 
depends on the operational context. It is 
therefore crucial to understand whether the 
costs in terms of money, staff and time for 
each evaluation are appropriate for a given 
intervention.

KEY RESOURCES
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CASE STUDY

Developing terms of reference for 
a mid-term evaluation of a youth 
employment project in Egypt

This case study is based on the mid-term evaluation of the “Decent Jobs for Egypt’s Young 
People project” funded by Global Affairs Canada.
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Introduction and case study context

The greatest threat to Egypt’s tenuous eco-
nomic progress is its lack of decent work 
opportunities for young people (aged 15 
to 29 years old). High unemployment lev-
els for young women and men are only the 
tip of the iceberg, as many young people are 
forced to accept low productivity, poorly paid 
and insecure jobs, which are far below their 
capabilities.

The “Decent Jobs for Egypt’s Young People” 
(DJEP) project aims to enable the Govern-
ment of Egypt, actors at national, governorate 
and community level, civil society partners, 
the private sector and young people to cre-
ate and access decent work opportunities. 
It focuses specifically on groups that find it 
particularly hard to gain access to the labour 
market, such as those in households headed 
by women, people with disabilities, economi-
cally disadvantaged people in rural areas and 
unemployed graduates.

Through an integrated multidimensional ap-
proach, the eight-year project (2011–2019), 
with an overall budget of US$12.5 million, 
funded by Global Affairs Canada, contributes to 

the development and implementation of youth 
employment initiatives in collaboration with na-
tional and local partners. The project engages 
extensively with policy-makers to strengthen 
youth employment policies and programmes. 
The project’s activities are implemented at the 
national level and in the four governorates of El-
Minya, Luxor, Port Said and Red Sea.

In line with the ILO’s evaluation policy, a mid-
term evaluation of the project was conducted 
in 2015. The evaluation served two main pur-
poses: (1) to give an independent assessment 
of progress of the project across the major 
outcomes to date; (2) to provide strategic and 
operational recommendations, highlight suc-
cessful interventions for scaling-up and cap-
ture lessons learned to improve performance 
and delivery of project results. Clients of the 
evaluation are ILO’s management in the coun-
try office in Egypt as well as in several techni-
cal departments involved in the intervention 
at ILO’s headquarters in Geneva. Clients also 
include several government agencies and 
ministries, as well as the project’s main donor 
– Global Affairs Canada. 

Learning objectives

This case study will guide the reader through 
several (stylized and simplified) steps of this 
mid-term evaluation. By the end of this case 
study, readers will be able to demonstrate the 
following learning outcomes:

 X an understanding of how to formulate key 
parts of terms of reference for (independent) 
project evaluations

 X the ability to develop specific evaluation 
questions for a youth employment intervention, 
given general evaluation criteria

 X a clearer understanding of the scope of 
different evaluation and data collection 
methods and their links to evaluation 
questions.
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Part I: Formulating 
evaluation questions

A crucial step in planning a project evalua-
tion is to formulate terms of reference (TOR) 
for the evaluator. The TOR clarify the purpose 
and scope of the evaluation and summarize 
the expectations of different stakeholders. 
TOR also formulate specific evaluation ques-
tions, tailored to the context of the project. 

For the following exercise, consider the back-
ground of the DJEP project’s mid-term evalu-
ation described above and also take note of 
the following project components and outputs 
(selected and adapted for the purpose of this 
case study): 

Component A: Strengthened capacities of 
the relevant ministries of the Government of 
Egypt to design and implement youth em-
ployment related policies and programmes.

Key outputs and activities: (a) Conduct train-
ing programmes and workshops for at least 
200 government officials on how to design 
youth employment projects (including diag-
nostic analysis, project design and monitor-
ing); (b) conduct quarterly knowledge-sharing 

workshops through a “Youth Employment Fo-
rum” to be attended by ministries, civil society 
organizations and development partners.

Component B: Employment and entrepre-
neurial skills for youth and women in four se-
lected governorates enhanced.

Key outputs and activities: (a) Offer ILO’s 
Know About Business (KAB) course, an entre-
preneurship promotion and sensitization train-
ing, at colleges to at least 50,000 students in 
two governorates; (b) offer ILO’s “Get Ahead 
for Women in Enterprise” training to at least 
400 young women across three governorates, 
working together with local non-governmental 
organizations (NGOs). 

As part of its i-eval Resource 
Kit, the ILO Evaluation Office  
(www.ilo.org/eval) provides de-

tailed guidance on how to formulate qual-
ity TOR for evaluators, including check-
lists to ensure that all relevant elements 
are addressed (see ILO, 2017).

TIP

Discussion Topics

1. Formulate at least one evaluation question 
for each of the following evaluation criteria: 

relevance, effectiveness, efficiency, impact, 
sustainability (see also table 4.1 in Note 4).

http://www.ilo.org/eval
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Part II: Defining the evaluation’s methodology

Based on the evaluation criteria and ques-
tions, the TOR for an evaluation need to 
specify the evaluation methods to ensure 
transparency and appropriate use of the eval-
uation budget. This includes describing the 
general methodological approach as well as 
the data collection instruments to be used. 
Importantly, the TOR needs to specify how the 
evaluation methods involve key stakeholders 
in the implementation of the evaluation. 

Assume that the mid-term evaluation is sup-
posed to employ a mixed-method approach 
and will, among other things, rely on the fol-
lowing data collection tools:

 X key informant interviews 

 X focus group discussion.

Discussion Topics

Select one of the two data collection methods 
and: 
1. define who should be interviewed (target 

group), at which level, (national level, 
governorate) and why 

2. discuss for which of the evaluation criteria 
and questions formulated above these methods 
would be particularly helpful 

3. discuss which additional data collection 
methods should be included in the TOR for 
this mid-term evaluation.
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