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Abstract

This study provides a quantitative assessment efbilas, accuracy, and efficiency of the Global
Employment Trends (GET) global and regional unemmplent rate forecasts made in three recent
annual GET reports. After conducting a series afigtical tests, the results suggest that, on geera
across all countries with data availability, the TGihemployment rate forecasts are slightly biase;
over-predict one and two years ahead and underepribdee and four years ahead. However, this bias
is not significant for one to three years aheadrédwer, our tests for accuracy show that the shtree
prediction period, the more accurate our forecasdécated by smaller forecast errors for shorter
prediction periods and larger forecast errorsdager periods.
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Abbreviations

AFE Average forecast error

EU European Union

GDP Gross Domestic Product

GET Global Employment Trends

ILO International Labour Organization
IMF International Monetary Fund
MAE  Mean absolute forecast error
MedAE Median absolute forecast error
MedSE Median squared forecast error
MSE Mean squared forecast error
RMSE Root mean squared forecast error
UB Bias proportion of MSE

ucC Covariance proportion of MSE
uv Variance proportion of MSE
WEO  World Economic Outlook
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1. Introduction

The annualGlobal Employment Trend$&ET) is one of the International Labour Organmas (ILO)
flagship reports and analyses economic and soeialdpments in labour markets, both globally and
at the regional level. Taking into account the raconomic context, the report presents the
employment and unemployment dynamics and providéisnates and forecasts of various labour
market indicators such as unemployment, employnsatys in employment, employment by sector,
working poverty and labour productivity.

The GET model is one of the main data sources ffigettie GET report. The GET model was built to
provide consistent and comparable estimates amtteinm forecasts of labour market indicators, both
globally and at the regional level. Relying on ampéically estimated Okun’s law, the output of the
model is a complete dataset of 178 countries withtime series starting in 1991. In more detail,
unemployment rate forecasts are obtained usinghtsterical (negative) relationship between the
unemployment rate and GDP growth (see Box 1).

Any forecast needs to be assessed in terms ofiats bccuracy, and efficiency. A thorough and
systematic assessment of the quality can helpringfforts to improve forecasts. However, due to the
short period for which forecasts are available,gbality of the GET unemployment rate forecasts has
not yet been evaluated in a systematic manner. fittis aims to address this gap by providing a
guantitative assessment of the bias, accuracy, dgfidiency of the GET global and regional
unemployment rate forecasts made in three recentaiGET reports that were released each year in
January (ILO 2010b, 2011, 2012). The purpose igmekamine each individual model run but rather
to evaluate the average performance of all forscaser the last three years against the actual
outcomes and alternative forecasts. This note filmereonducts a series of statistical tests touatal

the quality of the ILO unemployment rate forecaamtsl to assess whether forecasts were unbiased,
accurate, and informatively efficient.

Section 2 describes the dataset used in this pogem analysis in terms of data sources and cogerag
and sets the conventions used in this analysididBe8 discusses the various measures used in the
literature concerning the evaluation of forecasis i particular the ones utilized in this notect®m

4 presents summary statistics regarding the unegmaot rate forecast errors, both at a global and at
a regional level. Since the underpinning elementhenGET unemployment rate forecasts is Okun'’s
Law, section 5 presents a similar analysis to tatucted in section 4 but using GDP growth rates,
rather than unemployment rates, to compare theniatienal Monetary Fund’s (IMF) GDP forecasts
to ILO’s unemployment rate forecasts. Section 6 gares the evaluation of the GET model versus
alternatives and section 7 provides conclusionsaaeds of future work.
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Box 1. Note on global and regional projections

Unemployment rate projections are obtained usiegihtorical relationship between unemploymentsrated
GDP growth during the worst crisis/downturn perfod each country between 1991 and 2005 and duheg
corresponding recovery peridd-his was done through the inclusion of interactienms of crisis and recove
dummy variables with GDP growth in fixed effectsnph regressions. Specifically, the logistically
transformed unemployment rate was regressed onadd sevariates, including the lagged unemploynraig,
the GDP growth rate, the lagged GDP growth rate aasdt of covariates consisting of the interactbthe
crisis dummy, and of the interaction of the recgnaurmmy with each of the other variables.

Separate panel regressions were run across thifeeedi groupings of countries and are controlled by
using fixed effects in the regressions, based on:

1) geographic proximity and economic/institutional garities;
2) income levels;
3) level of export dependence (measured as expodparcentage of GDP).

The rationale behind these groupings is the follgwicountries within the same geographic area oh
similar economic/institutional characteristics #kely to be similarly affected by the crisis, ahdve similar
mechanisms to attenuate the crisis impact on fhbiour markets. Furthermore, because countriesirw
geographic areas often have strong trade and fimlalickages, the crisis is likely to spill overofn one
economy to its neighbour (e.g. Canada’s economylamour market developments are intricately linkec
developments in the United States). Countries wiilai income levels are also likely to have monmiksr
labour market institutions (e.g. social protectineasures) and similar capacities to implement ffisiimulus
and other policies to counter the crisis impacnhahly, as the decline in exports was the primangis:

i

transmission channel from developed to developicgnemies, countries were grouped according to their

level of exposure to this channel, as measuredhdiy €xports as a percentage of GDP. The impaitteofrisis
on labour markets through the export channel atgmedds on the type of exports (the affected sectotise
economy), the share of domestic value added inréxpand the relative importance of domestic constion
(for instance, countries such as India or Indonesth a large domestic market were less vulnerabéen
countries such as Singapore and Thailand). Them@acteristics are controlled for by using fixedeett in the
regressions.

In addition to the panel regressions, country-leegressions were run for countries with sufficidata. The
ordinary least-squares country-level regressioalsiited the same variables as the panel regresJibedinal
projection was generated as a simple average cdstimates obtained from the three group panekssipn
and, for countries with sufficient data, the coyrlevel regressions as well.

For more information on the methodology of prodgcimorld and regional estimates, see www.ilo.orgtee
and ILO (2010a).

! The crisis period comprises the span between taeigevhich a country experienced the largest dnoDP
growth, and the “turning point year”, when growttached its lowest level following the crisis, befatarting
to climb back to its pre-crisis level. The recovesriod comprises the years between the “turningtpear”
and the year when growth has returned to its peésdevel.

> In order to project unemployment during the currestovery period, the crisis-year and recovery-year

dummies were adjusted based on the following défimi a country was considered “currently in crigfsthe
drop in GDP growth after 2007 was larger than 76qamt of the absolute value of the standard dieviabf
GDP growth over the 1991-2008 period and/or latigen 3 percentage points.
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2. Description of the dataset

The GET model was built in 2003 and its first (emtryear) forecast was used in the GET 2004 report
(Crespi, 2004; ILO, 2004). The GET model was ifijialeveloped to provide annual estimates of
unemployment rates about once per year. HoweveQ®®, there was a need to evaluate more often
the rapidly worsening conditions in the labour netrldue to the highly uncertain economic
environment. Hence, the GET model was extendedhasdbeen run more frequently since (ILO,
2010a). The first forecasts from the model’'s extamsvere utilized in the GET 2010 report (ILO,
2010b) and we therefore examine the most recemf $etecasts that were analysed in the threetlates
annual GET reports (ILO 2010b, 2011, 2012) in fmsst-mortem analysis. We treat the available
(reported) rates in the most recent GET 2013 re(lo@, 2013) as our final/actual rates and use them
to calculate the forecast errdrs.

The latest available year for which a comparisofoofcasted unemployment rates and actual values
is possible, is 2012 and these results were disdlaly the GET 2013 (see Annex 4). However, we
also include forecasts prior to 2010 to increase sample size if reported (actual) data were not
included in the respective GET model run. Our dalmens therefore start in 2007 and a maximum of
four forecast periods are examined: one to foursyahead. We use 2007 as the cut-off year due to
our interest in examining the forecasting perforoganf the model during the most recent years and
due to the fact that 2007 is the latest year acatidsur runs with relatively high reporting rateé3n
average, there are 92 predictions for one yeardal8afor two years ahead, 82 for three years ahead
and only 61 for 4 years ahead.

In the example in Table 1, the earliest year inetuth the analysis for the GET January 2010, is7200

for the GET January 2011, the earliest year indude2008 and so forth. As a result, a maximum of
three errors can be calculated for the GET Jan2@iy model run (i.e. for 2007-09), two errors for
the GET January 2011 model run (i.e. for 2008-0%) ane error for the GET January 2012 model
run (i.e. 2009).

Table 1. Exampleof error calculationsfor country X acrossthethree GET Model runs

GET Model Run  Latest year available (t) Errorscalculated for:

GET January 201: 2010 -

GET January 2012 2009 t+1 (2010)

GET January 2011 2008 t+1; t+2 (2009-10)
GET January 2010 2007 t+1; t+2; t+3 (2008-10)

To avoid including data revisions in the calculat@f errors, we exclude countries for which histaki
data series have been revised (e.g. change iregusitory or source used, past-revised serieg, etc.
As a result, 15 countries were excluded from attleae of the three model runs under examination.

® That is, we treat the input data for the GET 2@i&lel run, and not the estimates or forecasts asaual
unemployment rates to which we compare the previogsasts.
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3. Properties of good forecasts and measures used

The predictive power of any model depends on thadityuof the data used, the forecast horizon, as
well as the statistical measures for its evaluatidmere are three fundamental properties of a good
forecast:bias, accuracy andinformational efficiencyMakridakis et al., 1998; Timmermann, 2006,
2007; Vogel, 2007; Leal et al., 2008This section is divided into these three foregasperties and
GET forecasts are evaluated according to thesesires.

In general, a best forecast has a zero averageafirerror and predicts the direction correctlyal$b
uses all available and relevant information attithe of the forecast so that the forecast erroes ar
random and uncorrelated over time (i.e. seriallgaurelated). An optimal forecast should also have
declining variance of forecast error as the forebasizon shortens. There is a large body of litee

on the evaluation of forecast performance and at#itics.

Table AlTable Al in Annex 1 summarizes selected literatamed the measures used to evaluate
forecast performance.

For this post-mortem analysis we chose a combinabib measures most commonly used in the
literature to evaluate the performance of the G&Edasts. Measures were chosen according to their
compatibility with data constraints, simplicity mfterpretation and inclusion of a wide enough range
of measures to analyse bias, accuracy, and infanatefficiency of the GET forecasts. Each of the
measures is briefly summarized below.

3.1 Bias

A forecast is said to be unbiased if the forecagtsdnot show a tendency to go in either direction
(over- and under-prediction). Thaverage forecast error (AFE) gives an indication about the
projection bias with values close to zero indiogtimbiased predictions. Average forecast errors are
said to be over-predicted if the predicted ratliger than the actual rate (AFE has a negative) sig
and under-predicted if the predicted rate is sméfien the actual rate (AFE has a positive sign).

Furthermore, kurtosis and skewness of the errdrildigion give information about the bias as both
indicators measure the shape of the distributionrtdsis measures how steep the peak of the
distribution is and skewness measures how muckigtgbution leans towards the right or left hand-
side of the mean.

The most common indicator for kurtosis is theess kurtosis which compares the shape of the
distribution with the shape of a normal distribatto Therefore, in the case of over- or under-
prediction, we expect non-zero excess kurtosisningahat the variance of the distribution is mpstl
influenced by infrequent extreme deviations. Nagatixcess kurtosis indicates flatter/wider peaks,
compared to positive excess kurtosis indicatingpste peaks.

* The common assumptions is a symmetric quadrasis fonction, but for an overview of properties obd
forecasts under asymmetric loss function and nealimlata generating processes, see Patton and Trimame
(2007).

5 Zero excess kurtosis indicates a normal distritputi
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Regarding skewness, a positive skew occurs wherighehand side tail is longer than the left-hand
side tail. In this case, positive errors are manamon and hence under-prediction takes placetifie.
predicted rate is smaller than the actual ratejil&ily, a negative skew occurs when the left-hand
side tail is longer than on the right-hand side amdr-prediction is more common. Therefore, we
expect aright-skewed distribution to be associated with under-predittiand aleft-skewed
distribution with over-prediction. These measutesigh are only briefly discussed at a global level.

Despite the fact that we are restricted to a ghenibd of forecast errors (maximum of four erraas ¢
be calculated, see section 2), the following sin@pidinary Least Squares (OLS) regression is rum as
pooled panel to test for forecast bias:

Eti+j=a+€t+j (1)

whereEtiﬂ- = AQH- - Ftiﬂ- is the forecast error (averaged across the thasehruns),A stands for

available (actual) observatioR,stands for forecasted observatipstands for thgt" year ahead from
the latest available observation (1,2,34)stands for country and is a stochastic term. For an
unbiased forecast, the constant of regression dlcéthe zero.

3.2 Accuracy

Forecast measures are said to be accurate ifzaetihe forecast error is small and the forebast
the capability to predict the right direction okthctual outcome (Leal et al., 2008). Various teos
available to measure this predictability of thelimsdion of forecasts of which the ones used is thi
post-mortem analysis will be discussed.

The mean absolute forecast error (MAE) measures the absolute magnitude of the earmt the
closer to zero the MAE, the more accurate the fstedn addition, theoot mean squared for ecast
error (RMSE), just as the MAE, assumes a symmetric flosstion for projection errors (i.e. equal
weights to over- and under-predictions) but largeors are penalized to a greater extent due to the
squared computation. It measures the deviationhef forecast from the actual value and it is
compatible with a quadratic loss function.

Due to extreme values, only considering mean fateeaors can be misleading. As a result, we also
calculate themedian absolute forecast error (MedAE) and median squared forecast error
(MedSE) as alternative measures for accuracy. gatlmse to zero indicate accurate predictions and
in cases in which the mean and the median are @heatlistribution of errors is closer to normal.

Furthermore, we also consider timean squared forecast error (MSE) and decompose it into a bias
proportion, a variance proportion, and a covarigoroortion (see e.g. Koutsogeorgopoulou, 2000).
Thebias proportion (UB) measures the deviation of the mean predidiiom the mean actual value
and gives an indication for systematic forecasbrerfhevariance proportion (UV) measures the
error in forecasting the systematic component ofatian of the actual values, and thevariance
proportion (UC) measures the error in forecasting the uneyatie component of the variance of the
actual values. For a forecast to be accurate, h@fthe MSE is closer to unity and the UB and UV
are close to zero (Koutsogeorgopoulou, 2000).

We also calculate thR? of forecasts as an indication of the percentagdefvariation of the actual
values which the predictions have correctly taketo iaccount. Negative values of fdicate
“misleading” projections, meaning that the noisattthe projections produced is higher than the
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variation in the actual data. Values close to zadicate that the projections are “uninformative”,
meaning that the projection errors have similaratieon to the actual outcomes (Vogel, 2007).

3.3 Informational efficiency

Informational efficiency contains two dimension¥ wihether information is available and 2) to what
extent this information is used. An optimal forecasuld contain all available information efficiént
and would therefore not produce forecast errorsiéermann, 2007). The informational efficiency
can be tested with the simple OLS regression:

Afyj = a+ BFL + e )

whereA stands for available (actual) observatiBrstands for forecasted observatipistands for the
jt" year ahead from the latest available observafigh3,4),i stands for country andis a stochastic
term. For an efficient forecast, the constandf regression 2 should equal zero and the regmessi
coefficients should equal unity (Koutsogeorgopoulou, 2000).

4. Summary statistics of forecast errors

4.1 Global summary statistics

A good forecast should be unbiased, show smalteed should incorporate all relevant information
so that forecast errors that do appear are rantfoge{, 2007). Summary statistics of statisticaberr
analysis and regression analysis display that tlveselitions are partially met with significant
variations concerning different forecast horizons.

4.1.1 Testing for bias

The (unweighted) averages of the actual unemploymages for those countries included in this post-
mortem analysis were 9.2, 9.1, 9.0 and 8.7 perfoemine to four years ahead, while the (unweighted
averages of forecasted rates were 9.3, 9.2, 8.7 anger cent, respectively (see Annex 2, Table B1)
Figure 1 plots the actual vs. the forecasted uneynpént rates.6 If a country is found precisely loa t
diagonal line, the forecasted rate is equal toatteal rate. If a country is found above (belowd th
line, the forecasted rate is larger (smaller) tti@ actual rate. For one and two years ahead, many
observations (i.e. countries) are close to tHelidB with the majority of observations being abofre

line (i.e. over-predictions). Forecasts for thrad &our years are more concentrated under theilime
under-predictions).

Using the AFE, results show that our GET forecaatee slightly biased; we over-predictezhe and
two years ahead by 0.1 percentage points on averatee global level and under-predictenver

® Each country in the figure can comprise severakeolmtions. For example, for t+1, country X hasesal
observations, one comparing one year ahead foréeastthe GET 2009 to the actual value, another one
comparing one year ahead forecast from the GET &0flfe actual value and so forth.

" The term over-prediction is used when the predicteemployment rate is higher than the actual (AKE is
negative).
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longer time horizons by 0.2 and almost 1 percenfagets for three and four years ahead (see
Annex 2, Table B1).

Figure 1. Actual versusforecasted rates

32 4 32 4
t+1
28 - 28 -
L)
=24 ] . _ 24 -
9 20 4 9 20 -+
o s
T 16 - L %% T 16 -
) -
o 4 ©
g 12 - A~ a4 g 12 -
(<) A 4 <)
rd peg’ w Ecuador
8 1 Boliyiax"‘_“} * 8 % Iran, Islamic
je: J e 44 Republic of
4 4 "3 Costa Rica 4
O T T T T T T T 1 O T T T T T T T T 1
0 4 8 12 16 20 24 28 32 0 4 8 12 16 20 24 28 32

Actual rate (%) Actual rate (%)

32 -~ 32 -~
t+3
28 A 28 A
*
_ 24 A __ 24 A
@ 20 - ¢ @ 20 -
o Estonia [
© J T o ]
i 16 Algerlaa."’&_. i 16
o AL ©
8] i S [s]
: 12 e Q‘\ ‘. & : 12
S ‘/}0 A AN Greece - g ?
\‘"«/‘Z--‘-.‘ Portugal i™"Croatia
4 f 30 4 {e: Bulgaria
%4 Cyprus * Cyprus
O T T T T T T T 1 O T T T T T T T 1
0 4 8 12 16 20 24 28 32 0 4 8 12 16 20 24 28 32

Actual rate (%)

Actual rate (%)

Note: The line in the figures indicates thé #iBe. t + j refer to the'] year ahead forecast (j = 1,...,4).

Source: ILO calculations based on tAlwbal Employment Trend§&ET) January 2010; January 2011; January
2012; January 2013.

Similar results can be observed in Figure 2 whieipleys the distribution of errors for each fordcas
period. In all cases, the respective distributimsignificantly different than the normal distritmut.

For one, three and four years ahead, the kurtosiskewness are above 7 and 1, respectively, and fo
two years ahead the kurtosis is about 5 and thersdes about 0.7. However, by just looking at the
figures, two, three and four years ahead show sifright-hand skewness (i.e. under-prediction).

& The term under-prediction is used when the predicinemployment rate is lower than the actual (/AKE is
positive).
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Figure 2. Distribution of errors
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Incidence
Incidence

T T T T T T T T T T T T T T T T T T T T 1
8 9101112131415 5-4-3-2-10123 56 7 8 9101112131415
n

Incidence
Incidence

T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
5432101234567 89101112131415 5-432-1012345¢67 8 9101112131415
Error, t+3 (percentage points) Error, t+4 (percentage points)

Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

Moreover, the results from equation 1 indicate thate was no significant bias for forecasts of tane
three years ahead, but forecasts for four yeascbsigowed a positive bias indicating under-preaficti
(see Table 2 and AnnexPable B3).

Table 2. Testing for bias, for global unemployment rate forecasts

Y ear (s) ahead
1 2 3 4

-0.0898  -0.0542 0.2473 0.9934+*
(0.0749)  (0.1372)  (0.2182)  (0.3683)
F@=0) 1.4370  0.1561 1.2836 7.2771%*
N 92 86 82 61

World

Note: Robust standard errors in parenthesis; **0.04, ** p<0.05, * p<0.1
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4.1.2 Testing for accuracy

Applying the MAE to check for accuracy (the sizetloé absolute forecast error), we find that GET
forecasts were more accurate the shorter the toniedm. In absolute terms, our one, two, three, and
four years ahead forecasts were off by 0.5, 08ahd almost 2.4 percentage points respectivety (se
Table 3 and Annex 2, Table B2 for more details)e MedAE was smaller than the mean absolute
error indicating that there were some extreme &athat are punished to a greater extent in the mean
absolute forecast error. Values close to zero adiaccurate predictions; the MedAE shows that 50
per cent of the range of MAE for one and two yedread was below 0.2 and 0.7 percentage points,
respectively. Similarly, for three and four yeahgad, 50 per cent of the absolute forecast errere w
below 1 percentage point.

Table 3. Summary of accuracy statisticsfor global unemployment rate for ecasts

MAE R(’glosolf MedSE MedAE M SE uB uv uc
Year(s) (Mean (Median (Median (Mean (Bias (Variance (Covariance _,
Mean . . -
ahead  Absolute Squared Squared Absolute Squared proportion proportion  proportion
Error) Igrror) Error) Error) Error) of MSE) of MSE) of MSE)
1 0.45 0.72 0.06 0.25 0.52 0.02 0.00 0.98 0.98
world 2 0.94 1.27 0.52 0.72 1.60 0.00 0.02 0.98 0.94
of 3 136 198 098 099  3.92 0.02 0.00 098 085
4 191 3.02 1.01 1.01 9.12 0.11 0.00 0.89 0.73

Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

According to the MAE and the MedAE, our forecagis dne and two years ahead were relatively
accurate on average in comparison to longer terecésts. The decomposition of the MSE into the
bias and the variance proportion (UB and UV), wigore an indication for systematic forecast errors
and are close to zero for accurate forecasts,atecthat our forecasts one, two and three yeaadah
are indeed close to zero and therefore accuratgit@ from 0 to 2 per cent). However, for four year
ahead, the bias proportion increases to 11 per Taertco-variance proportion of the MSE (UC) also
points to the accuracy of our forecasts one toetlygars ahead with a value close to unity of 98 per
cent for one to three years ahead but only 89 gyetrfor the four years ahead forecasts.

Furthermore, based on thé & forecasts which indicates accuracy with valdese to unity, 98, 94,

85 and only 73 per cent of the variation of theuacbutcomes is captured by the forecasts for one,
two, three, and four years ahead, respectively.réllyghe shorter the prediction period, the more
accurate our forecasts; this result is also comitiny the RMSE which increases largely with theetim
horizon of the forecasts.

In every GET report, the global and regional fosteare accompanied with a confidence interval to
acknowledge uncertainty around the baseline foteqaerticularly during the economic crisis.
Therefore, we also compare our errors with thesdidence intervals (i.e. at the country level). We
found that at the global level, one year aheadchsts, 87 per cent of the errors were within the
confidence interval (80 out of 92); for two yeatrsead forecast 84 per cent fall into the confidence
interval (72 out of 86); for three years ahead 65 gent also were not larger than the confidence
interval (53 out of 82); and for four years aheadyo52 per cent of the errors lied within the
confidence interval (32 out of 61).

These results do not come as a surprise; the effdcthe crisis, which had particularly severe
consequences on unemployment, enter the model hsga exogenous shock, which pushes
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unemployment rates away from their “average” priedidevel. The largest forecast errors for four
years ahead are mainly due to the crisis in Eufégeexample, Cyprus, Greece, Spain) and the
situation in countries on the periphery (for exaenBlulgaria, Croatia, Estonia) (see Figure 1). Since
the GET model relies on an augmented concept oh®HKaw, those highest forecast errors for the
specific crisis period (especially for the four y@ahead forecasts for 2007 for 2011) do not pait th
model into question.

4.1.3 Testing for informational efficiency

On average, our forecasts were informatively edfiti based on the results from equation 2 aboee (se
Table 4 and Annex 2, Table B4). The results indidhat for one to three years ahead, the forecasts
have informational value. The estimate §ais significantly positive and very close to unifile the
estimate for the constant is not significant boselto zerd.For forecasts of one to three years ahead,
we do not reject the null joint hypothesis of infative forecasts (i.e. unity coefficient, zero dans

and white-noise residuals). In the case of foredastfour years ahead, the null hypothesis isctefk
However, for all four cases, the estimate foris not negative which would indicataisleading
forecasts.

Table 4. Testing for efficiency, for global unemployment rate forecasts

Y ear (s) ahead
1 2 3 4
-0.0103 -0.3307 0.103 0.8638

% (0.1339) (0.2121) (0.2798)  (0.5542)

0.9914%*  1.0302*** 1.0165*** 1.0168***

World 6 (0.0128)  (0.0259)  (0.0333)  (0.0784)
F (@=0,6=1) 0.8641 1.236 0.6352  4.1530%
R 0.9839 0.9515 0.8815 0.7223

N 92 86 82 61

Note: Robust standard errors in parenthesis; **®.04, ** p<0.05, * p<0.1;
R?refers to the regression results.

4.1.4 Summary of world average

On average across all countries, we have somedstrdias; we slightly over-predict one and two
years ahead and under-predict three and four yeead. However, our regression analyses show that
this bias is not significant for one to three yeagad. Overall, the shorter the prediction peribe,
more accurate our forecasts and our tests showotteato three years ahead were accurate but four
years ahead were not. Nevertheless, in most cheesrtors fall into the confidence intervals that
accompanied the GET forecasts. Furthermore, ouwdtsealso indicate that we have informational
efficiency for one to three years ahead.

° A simple t-test for the estimate férequal 1 does not reject the null hypothesis.
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4.2 Regional summary statistics
4.2.1 Developed Economies and European Union (EU)
Testing for bias

For the Developed Economies and European Union (fegion where response rates are highest
among all regions (see Annex 4, Figure D1), thev@ighted) average of actual unemployment rates
were 8.7, 9.1, 9.1 and 9.4 per cent for one to yaars ahead, respectively (see Annex 2, Table B1).
The (unweighted) averages of the forecasted ratze 8.7, 8.8, 8.3 and 7.5 per cent for one to four
years ahead, respectively.

On average, according to the AFE, we over-prediet year ahead by 0.04 points and under-predict
two to four years ahead by 0.3, 0.8 and almost iZep¢age points respectively (see Annex 2,
Table B1). Furthermore, the results from equatiomdicate that there was no significant bias for
forecasts of one to two years ahead, but the fetedar three and four years ahead had a posii@g b
implying under-prediction (see Table 5 and Annébéhle B3).

Table5. Testing for bias, for Developed Economies and EU unemployment rate for ecasts

Y ear (s) ahead
1 2 3 4
-0.0358 0.2615 0.8281*  1.8874***
Eﬁ;ﬁfﬁ{i"s *  (0.0531) (0.1888)  (0.3587) (0.5294)
and EU F(@=0)  0.4532 1.9188 5.3296*  12.7111%
N 36 36 36 35

Note: Robust standard errors in parenthesis; *0.04, ** p<0.05, * p<0.1

Testing for accuracy

The median of the forecast errors’ distribution viesow the mean pointing towards outliers with
large forecast errors. In addition, for this regitwe forecasts for one and two years ahead were
relatively accurate according to our error statsstbut the forecasts for three and four years ahead
were less precise. The bias proportion of the MSB){ which measures the deviation of the mean
prediction form the mean actual value, was relftigeall (and therefore accurate) for one and two
years ahead, but it increased to about 13 and Rt for the three and four years ahead (see
Table 6 and Annex 2, Table B2). However, the vasaproportion (UV), which measures the error in
forecasting the systematic component of the varnatf the actual values points to an accurate
forecast as the levels stayed around zero for@feut years ahead.

Table 6. Summary of accuracy statistics for unemployment rate forecasts in the Developed
Economiesand EU

Year(s) MAE RMSE MedSE MedAE MSE uB uv uc R?
ahead (Mean (Root Mean (Median (Median (Mean (Bias (Variance  (Covariance
Absolute  Squared Squared Absolute Squared proportion proportion proportion
Error) Error) Error) Error) Error) of MSE) of MSE) of MSE)
1 0.21 0.32 0.02 0.13 0.10 0.01 0.07 0.92 0.99
Developed ™5 076 115 027 052 _ 132 _ 005 __ 0.08 087 093
Economies
and EU 3 1.42 2.28 0.87 0.93 5.19 0.13 0.02 0.86 0.74
4 2.28 3.62 1.94 1.39 13.09 0.27 0.03 0.70 0.45

Source: ILO calculations based on the GET Janudit@2January 2011; January 2012; January 2013.
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Based on the Rof forecasts, the proportion of the variation leé actual values that was captured by
the predictions was 99 and 93 per cent for onetandyears ahead, but it dropped to 74 and 45 per
cent for three and four years ahead, making owchsts inaccurate for longer time horizons.

As already mentioned in section 4.1.2, the findingt three and four years ahead forecasts are not
accurate is not surprising when taking the effeststhe crisis into consideration, which had
particularly severe consequences on unemploymethisrregion. The largest forecast errors for three
and four years ahead are mainly due to the cnskurope. For example, in the GET 2010, the four
years ahead forecast for Cyprus, Greece, PortughlSpain was about 5, 9, 9 and 18 per cent,
respectively, versus the realizations which wer@ati2, 24, 16 and 25 per cent, respectively.

Testing for informational efficiency

Regression results to test for informational efficiy indicate that for one to two years ahead, the
forecasts were informative. The estimate owas positive and significant and very close tatyuni
while we did not reject the null joint hypothesikinformative forecasts (see Table 7 and Annex 2,
Table B4). However, the joint null hypothesis forde and four years ahead was rejected, confirming
the previous results that the forecasts’ perforreafter two years ahead begins to deteriorate.

Table 7. Testing for efficiency, for Developed Economies and EU unemployment rate for ecasts

Y ear (s) ahead
1 2 3 4

0.1558 -0.5141 0.1893 0.4828

% (0.1294) (0.3862) (0.7389)  (1.1423)

Developed g 0-97817 10880 10773 11878

Economies (0.0179)  (0.0535)  (0.1109)  (0.1772)

and EU F @=0,6=1) 0.7553  1.4916  3.1385*  6.8691™*
R° 0.9937 0.9364 0.7756 0.6161
N 36 36 36 35

Note: Robust standard errors in parenthesis; **®.04, ** p<0.05, * p<0.1;
R?refers to the regression results.

4.2.2 Central and South-Eastern Europe (non-EU) and Commonwealth of Independent States
(ClS)

Testing for bias

For the sample of countries examined in the Cemtnal South-Eastern Europe (non-EU) and CIS
region, we under-predict unemployment rates by ,00046, 0.01 and 0.3 percentage points for one,
two, three, and four years ahead, respectively fseeex 2, Table B1). Testing whether this bias is
significant, we do not reject the null hypothesisignificance based on the results from equation 1
(see Table 8 and Annex 2, Table B3).

19 Similarly, the four years ahead GDP growth raredast in IMF/WEO October 2009 for the same coaatri
was about 3 per cent for Cyprus and 1 per certhiother three countries versus the realizatiérg per cent
for Cyprus and Spain, -6 per cent for Greece amukrZent for Portugal.
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Table 8. Testing for bias, for Central and South-Eastern Europe (non-EU) and CIS
unemployment rate forecasts

Y ear (s) ahead
1 2 3 4
Central and o 0.0380 0.1556 0.0105 0.2973
South-Eastern (0.2213) (0.4296) (0.5849) (1.3600)
Europe (non-  F (a=0) 0.0295 0.1312 0.0003 0.0478
EU) and CIS N 13 11 10 6

Note: Robust standard errors in parenthesis; *0.04, ** p<0.05, * p<0.1

Testing for accuracy

The median of the forecast errors’ distribution wakw the mean for all years ahead except foethre
years ahead. Our forecasts for this sample weaéively accurate for one and two years ahead which
can be seen by the MedSE and MedAE as well asrtpogion of the variation of the actual values
that was captured by the forecasts; thevRs 99 and 98 per cent, respectively. Howeveraoauracy

for three and particularly for four years aheadpged sharply, with an’Rlown to 49 per cent for the
four years ahead forecast (see Table 9). Theséigdmve to be taken with care because the sample
size within this region was small, particularly four years ahead (only six countries were included
the analysis).

Table 9. Summary of accuracy statistics for unemployment rate forecastsin Central and South-
Eastern Europe (non-EU) and CIS

MAE RMSE MedSE MedAE MSE uB uv uc
Year(s) (Mean (Root (Median (Median (Mean  (Bias (Variance (Covariance
ahead Absolute Mean Squared Absolute Squared proportion proportion proportion  R?
Error) Squared Error) Error) Error) of MSE) of MSE) of MSE)
Error)
Central 1 0.59 0.77 0.25 0.50 0.59 0.00 0.01 1.00 0.99
g S?Uth- 2 1.12 1.37 0.76 0.87 1.87 0.01 0.05 0.95 0.98
Eﬁfof)rg 3 142 175 229 151 3.08 0.00 0.08 094  0.96
and CIS 4 2.48 3.06 4.62 2.15 9.34 0.01 0.03 0.99 0.49

Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

Testing for informational efficiency

Based on the results from equation 2, the estirftaté was positive, significant and very close to
unity while we did not reject the null joint hypetis of informative forecasts (see Table 10 and
Annex 2, Table B4).

Table 10. Testing for efficiency, for Central and South-Eastern Europe (non-EU) and CIS
unemployment rate forecasts

Y ear (s) ahead
1 2 3 4
-0.0809 -0.3581 -0.7532 -1.5223
(0.3294) (0.6713) (0.9482)  (3.0898)

(o)

Central & 1.0083* 1.0380"* 1.0593* 1.2035*
South-Eastern 6
 orope and (0.0214)  (0.0519)  (0.0527)  (0.3380)
o F @=0,6=1) 0.0776 02719 _ 06409 _ 0.1843
R 0.9923 0.9767 0.9650 0.5078
N 13 11 10 6

Note: Robust standard errors in parenthesis; *®.04, ** p<0.05, * p<0.1;
R’refers to the regression results.
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423 Asa

Due to a relatively small sample of countries witeach of the three sub-regions in Asia (East Asia,
South-East Asia and the Pacific, and South Asiajepert the summary statistics within one section.

Testing for bias

For the sample of countries in Asia for which fastcerrors were calculated, we infer that the
volatility in both actual and forecasted unemploptm@tes was small. Our forecast for one year ahead
was on average higher than the actual rate byO®21and 0.3 percentage points in East Asia, South-
East Asia and the Pacific; and South Asia, respagti{see AFE in Annex 2, Table B1).

However, the results from equation 1 also indi¢chtt for Asia as a whole there was a negative bias
(i.e. over-prediction) in the one to three yearsaahforecasts (see Table 11 and Annex 2, Table B3).

Table 11. Testing for bias, for Asia unemployment rate forecasts
Y ear (s) ahead
1 2 3 4
-0.1799*  -0.5921**  -0.3920**  -0.2943
(0.0712)  (0.1680) (0.1667)  (0.1831)
F (@=0) 6.3833**  12.4162** 55306*  2.5828
N 11 10 10 8

Note: Robust standard errors in parenthesis; *0.04, ** p<0.05, * p<0.1

(o)

Asia

Testing for accuracy

Due to the small number of forecast errors caledlathe conclusions drawn from the accuracy
statistics were not robust. It appears that thecfast error did not decline the longer the preaiicti
period was. For example, the RMSE for two yearsadHer East and South Asia was larger than the
RMSE for three and four years ahead, while for Ba&tdast Asia the RMSE was larger in the case of
three years ahead than in the case of four yeaedalsee Table 12).

Table 12. Summary of accuracy statistics for unemployment rate forecastsin Asia

MAE RMSE MedSE MedAE MSE UB uv ucC
Year(s) (Mean (Root (Median (Median (Mean (Bias (Variance (Covarignce ,
ahead Abso- Mean Squared Abso- Squar- proport- proport- proportion R
lute Squared Error) lute ed ion of ion of of MSE)
Error)  Error) Error) Error) MSE) MSE)
1 0.07 0.07 0.01 0.07 0.01 0.55 0.01 0.46 0.99
East Asia 2 0.61 0.66 0.45 0.66 0.43 0.85 0.00 0.15 0.39
3 0.43 0.50 0.13 0.34 0.25 0.42 0.04 0.57 0.54
4 0.52 0.56 0.29 0.54 0.32 0.25 0.08 0.71 0.49
1 0.23 0.30 0.04 0.18 0.09 0.58 0.23 0.20 0.99
i‘s’i‘;”;'riaﬁ 2 055 0.59 0.24 049 035 085 0.07 0.08 0.95
the Pacific 3 0.64 0.74 0.24 0.49 0.55 0.74 0.10 0.17 0.92
4 0.57 0.59 0.23 0.48 0.35 0.94 0.03 0.03 0.95
1 0.37 0.42 0.13 0.36 0.17 0.44 0.07 0.53 0.81
South Asia 2 1.01 1.21 1.45 1.01 1.45 0.29 0.77 0.00 -1.39
3 0.56 0.56 0.31 0.56 0.31
4 0.50 0.50 0.25 0.50 0.25

Source: ILO calculations based on the GET Janudit@2January 2011; January 2012; January 2013.
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Testing for informational efficiency

The regression results for Asia as a whole indeca#icient forecasts as the estimate fowas
significantly positive and close to unity (see TeahB and Annex 2, Table B4). However, we rejected
the null joint hypothesis of informative forecasts.

Table 13. Testing for efficiency, for Asia unemployment rate for ecasts

Y ear (s) ahead
1 2 3 4
0.0423 0.0048 0.1080 -0.1385
(0.1447)  (0.3499) (0.3620) (0.4669)
6 0.9517** 08716**  0.8746** (0.9570***
Asia (0.0275)  (0.0726)  (0.0769)  (0.0819)
F (@=0,6=1) 4.9828** 8.2241** 5.4244** 5.0726*
R® 0.9862 0.9423 0.9456 0.9179
N 11 10 10 8

Note: Robust standard errors in parenthesis; *®.04, ** p<0.05, * p<0.1;
R?refers to the regression results.

4.2.4 Latin America and the Caribbean

Testing for bias

For the sample of Latin America and the Caribbea over-predict (we forecast higher
unemployment rates than the actual values) by®43,0.01 and 0.3 percentage points for one, two,
three, and four years ahead, respectively (seeiARBnex 2, Table B1.

Based on the results from equation 1 though, tisen® sign of a systematic bias as éhis negative
but not significant, and we do not reject the higsis that it is not significantly different frorero
(see Table 14 and Annex 2, Table B3).

Table 14. Testing for bias, for Latin America and the Caribbean unemployment rate for ecasts

Y ear (s) ahead
1 2 3 4
. . 03121  -0.4475  -0.0329  -0.7546
;ﬁg”ﬂfeme”ca % (0.2098)  (0.3056)  (0.4495)  (0.8230)
Caribbean F (0=0) 2.2132 2.1443 0.0054 0.8407
N 22 20 18 7

Note: Robust standard errors in parenthesis; **0.04, ** p<0.05, * p<0.1

Testing for accuracy

The median of the forecast errors’ distributior Ieelow the mean for all years ahead except for yea
three ahead. In general, our forecasts for LatireAra and the Caribbean were relatively accurate,
particularly for one and two years ahead (see TabJe The deviation of the mean forecast from the
mean actual value (bias proportion) shows thatpoediction do not show a systematic forecast error,
for one, two and three years ahead, as the bigogian is close to zero. The variance proportibn o
the MSE shows even better results ranging from @.2gper cent while the measurement of the error
in forecasting of the unsystematic component of vheance of the actual values (the covariance
proportion), shows values close to unity for omey aind four years ahead, with slightly lower values
for three years ahead (ranging from 86 to 100 eeit)c The R of forecasts which measures the
variation of the actual values that the predictibage taken into account, shows that our foredasts
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one, two and four years ahead are better tharhthe years ahead forecasts, with values rangimg fro
86 to 95 per cent.

Table 15. Summary of accuracy statistics for unemployment rate forecasts in Latin America
and the Caribbean

MAE RMSE MedSE MedAE MSE uB uv uc
Year(s) (Mean (Root (Median (Median (Mean  (Bias (Variance (Covariance
ahead Absolute Mean Squared Absolute Squared proportion proportion proportion  R?
Error) Squared Error) Error) Error) of MSE) of MSE) of MSE)
Error)
Latin 1 0.77 1.01 0.28 0.53 1.02 0.10 0.05 0.86 0.95
America 2 1.21 1.41 1.40 1.18 1.97 0.10 0.01 0.89 0.92
and.the g 1.63 1.85 3.30 1.78 3.44 0.00 0.00 1.01 0.86
Caribbean 4 1.88 2.15 4.02 2.01 4.63 0.12 0.02 0.88 0.95

Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

Testing for informational efficiency

Regression results to test for informational efficiy indicate that the forecasts were informatiree
estimate foi6 was positive, significant and very close to uniithough we reject the null hypothesis
of informative forecasts for the one year aheaddast, the two to four years ahead forecast shaiv th
the 6 and thea are not significantly different from unity and eerespectively (see Table 16 and
Annex 2, Table B4).

Table 16. Testing for efficiency, for Latin America and the Caribbean unemployment rate
forecasts

Y ear (s) ahead
1 2 3 4
0.0948 -0.1752 0.0770 -0.2122
(0.4307)  (0.5260) (0.7990) (1.2012)

o

Latin America g 0.9526"* 0.9696"* 0.9876** 0.9486*
and the (0.0310)  (0.0520)  (0.0609)  (0.0460)
Caribbean F (@=0,6=1) 6.4290* 11091 _ 0.0290 _ 1.8527
R°  0.9598 0.9284 0.8562 0.8858
N 22 20 18 7

Note: Robust standard errors in parenthesis; *®.04, ** p<0.05, * p<0.1;
R?refers to the regression results.

4.2.5Middle East and Africa

The number of countries with forecast errors in Middle East and Africa region was too small to
infer robust results, particularly for accuracyggenex 2, Table Band Table B2).

Testing for bias

Nevertheless, looking at the results, we find thathe six countries examined in the Middle East,
under-predict the one and two years ahead rategr@l 0.3 percentage points and over-predict three
and four years ahead by 0.4 and 0.7 per cent ridgglgqsee AFENn Annex 2, Table B2). For North
Africa and Sub-Saharan Africa, we over-predict ome& and three years ahead. Even though the
Middle East and Africa tends to have the largestdast bias compared to other regions, the sample
size is too small to use these results with confide Taking into account the small sample size, the
regression results show that there is no sign fagmificant bias in the forecasts (see Table 17).
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Table 17. Testing for bias, for the Middle East and Africa unemployment rate forecasts

Y ear (s) ahead
1 2 3 4
o 0.1381 -0.1017 -0.6412 0.0783
Middle East (0.3776) (0.5794) (0.7859) (0.6047)
and Africa F (a=0) 0.1337 0.0308 0.6656 0.0168
N 10 9 8 5

Note: Robust standard errors in parenthesis; **®.04, ** p<0.05, * p<0.1

Testing for accuracy

For the Middle East, 50 per cent of the absolutergifor two years ahead was below 0.3 percentage
points (see MedAE in Table 18 and Annex 2, Table B®wever, the bias proportion of MSE for the
one year ahead forecast was far above zero (20gue). For the three countries for which forecast
errors for three and four years ahead were cabmilate find that the longer the prediction perite,
larger the RSME. For the sample in North Africa &ab-Saharan Africa, again the shorter the
forecast period, the more accurate the predictwom®. However, in case of North Africa, there was
an indication of misleading forecasts for two ameké years ahead due to a negatitefforecasts.

Table 18. Summary of accuracy statistics for unemployment rate forecasts in the Middle East
and Africa

MAE RMSE MedSE MedAE MSE uB uv uc
Year(s) (Mean (Root (Median (Median (Mean  (Bias (Variance (Covariance
ahead Absolute Mean Squared Absolute Squared proportion proportion proportion  R2
Error) Squared Error) Error) Error) of MSE) of MSE) of MSE)
Error)
1 0.85 1.30 0.10 0.31 1.68 0.20 0.19 0.63 0.94
Middle 2 0.99 1.54 0.18 0.42 2.37 0.04 0.00 0.99 0.96
East 3 0.36 0.42 0.17 0.41 0.18 0.72 0.25 0.05 1.00
4 0.68 0.88 0.34 0.59 0.78 0.59 0.07 0.36 0.99
1 0.60 0.97 0.01 0.11 0.94 0.37 0.59 0.08 0.22
North 2 1.56 2.02 1.56 1.25 4.09 0.13 0.85 0.08 -2.66
Africa 3 2.66 3.35 8.13 2.85 11.22 0.05 0.88 0.12 -5.74
4 0.20 0.20 0.04 0.20 0.04
1 0.37 0.37 0.13 0.37 0.13
g“g' 2 0.35 0.35 0.12 0.35 0.12
Ao 3 103 136 184 103 184 0.42 0.63 0.00 051
4 2.23 2.23 4.96 2.23 4.96

Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

Testing for informational efficiency

The regression results for the Middle East andcAffis a whole indicate efficient forecasts as the
estimate fos was significantly positive and close to unity ahd constant was close to zero and not
significant (see Table 19 and Annex 2, Table B#).atldition, we did not reject the null joint
hypothesis of informative forecasts.
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Table 19. Testing for efficiency, for the Middle East and Africa unemployment rate for ecasts

Y ear (s) ahead
1 2 3 4

0.9382  0.2423 04775  0.8218
(0.8581)  (0.6604)  (1.4749)  (1.0258)
0.9303** 0.9676** 0.9014** 0.9293***
(0.0508)  (0.0488)  (0.1272)  (0..0530)
F (@=0,6=1) 1.0590  0.2222  0.4857 1.1361
R’ 0.9429 0.9171 0.8476 0.9813
N 10 9 8 5

Note: Robust standard errors in parenthesis; **®.04, ** p<0.05, * p<0.1;
R?refers to the regression results.

Middle East 6
and Africa

4.2.6 Summary regional analysis

Due to the short time horizon in our sample, regi@nalyses are not as meaningful in some regions
as the global results. Nevertheless, there are sopertant lessons concerning forecast bias and
accuracy from regional results.

In the Developed Economies and EU, the region thighlargest sample size, there was no significant
forecast bias for one to two years ahead, but #&iymdias for three and four years ahead. Our

forecasts for one and two years ahead capture @92uper cent of the variation of the actual values

while 92 and 87 per cent of the average squarestdst error is due to the unsystematic component
of the variance of the actual values. Moreover, dae to two years ahead, the forecasts were
informative. Similarly with the global results,etlshorter the forecast period, the more accurate th

predictions are.

For the Central and South-Eastern Europe (non-Eb) &IS region, we under-predicted
unemployment rates, but our predictions were nadfti accurate for one and two years ahead.
Nevertheless, our regression results concludedthiea¢ is no systematic bias in all forecasts is th
region, and also that the forecasts were inforreatinr addition, the unsystematic component of the
variance of the actual values is mostly respongdri¢he forecast errors.

Due to the small number of forecast errors caledlan Asia, the conclusions drawn from the

accuracy statistics were not robust. Furthermdne, regressions results indicate that there is a
systematic bias in our forecasts but again the Ispamhple size does not allow us to draw strong
conclusions.

In Latin America and the Caribbean on the othedhare forecasted higher unemployment rates than
the actual values and in general, our forecaste wedatively accurate, particularly for one and two
years ahead. The forecast bias is not significantafl forecasts, but for the one year ahead our
forecasts are not informative.

Finally, even though the Middle East and Africaioegtends to have the largest forecast bias
compared to other regions, the sample size isrt@dl $0 use these results with confidence and we ar
not able to infer robust results, particularly &mcuracy.
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5. Comparison of unemployment rates with GDP growth rate
revisions

As discussed above, the GET Model's theoreticakbiasOkun’s Law. Therefore, any revisions in the
GDP growth rate forecasts also influence the fatog performance of the unemployment rates.
With the aim to relate the forecasting performaatenemployment rates and the revisions of GDP
growth rates made by the International MonetaryddartheWorld Economic Outlookatabase (IMF
WEO), we present a comparison of the two in thigise. The comparison is directed at observing
whether the direction and the size of the revisioh&DP growth rates are similar to the forecast
errors of unemployment rates. To facilitate the parison, we calculated similar indicators to the
summary statistics of the unemployment rate, tngaBDP forecast revisions as forecast errors.

Figure 3 graphically presents the revisions madé¢hen IMF WEO database for a sample of 73
countries based on the last three October updBEés sample is comprised of countries for which we
have real unemployment rates for all years betvi2@€Y and 2011 and hence, we also have forecasts
errors calculated as an average across the thréeMsHel runs.

Figure 3. Annual real GDP growth rate, selected economies
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Note: 73 countries are included in this figure (fidrich there has been at least one unemploymenfoetcast
between 2008 and 2011, based on one of the GET IMauis).

Source: ILO calculations based on International &tary FundWorld Economic Outlookatabase, October
2009; October 2010; October (released on Septerabéd); October 2012.

Actual and forecasted unemployment for the sampleoontries utilized above are presented in
Figure 4. In order to keep the number of countitiessame for all years, a country with no forefast

a year was not excluded from the figure. Insteld,actual value is plotted for the year in whidh al
GET Model runs had an actual rate (and thus nacémts were made). This is only the case for some
countries for 2008 for which, even in the earliestdel run, data were available. In 2011, the GDP
growth rate was downwards revised by half a peagmipoint since the October 2009 update. The
ILO estimates of the forecasted unemployment r&té.® per cent were therefore incorrect and we
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incurred a positive unemployment rate forecastref®.3 percentage points (actual unemployment of
7.3 per cent and forecasted unemployment ratesqgbér. cent, see Figure 4). This 0.3 percentagd poin
forecast error translates to an inaccurate estomati the number of unemployed of more than 3
million.

Figure 4. Actual vs. forecasted unemployment and unemployment rate, selected economies
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Note: 73 countries are included in this figure {fdrich there has been at least one unemploymenfaostcast
between 2008 and 2011, based on one of the GET IMaa®. The unemployment numbers are benchmarked
on the ILO Estimates and Projections of the Ecoealtyi Active Population (EAPEP), 6th edition (Updaluly
2012).

Source: ILO calculations based on the GET Janudit@2January 2011; January 2012; January 2013.

In this section, we will only report forecast egat the global level, but more detail on eachhef t
regions discussed in this paper can be found ireRi2) Table B5, Table B6, Table B7 and Table B8.

5.1 Testing for bias

Overall, the (unweighted) average of actual GDRwvtinarates for the countries included in this post-
mortem analysis were 1.5, 3, 2.9 and 2 per centiierto four years ahead, while the (unweighted)
average of the revised rate were 1.3, 2.6, 3.33a@er cent, respectively (Annex 2, GDP growth
rate, Table B5). The average forecast error (ARE)dfore indicates an over-prediction (the predicte
GDP growth rate is higher than the revised rate)).Bfand 0.5 per cent for one and two years ahead,
respectively, and an under-prediction of 0.4 an@l gder cent for three and four years ahead,
respectively.

When comparing the results of GDP growth ratesgarésults of the world average of unemployment
rates, the closely tied relationship of these tan be observed. An under-prediction of GDP growth
rates for one and two years ahead results in arpreéeiction of unemployment rates for the same
time frame. Since forecasts for GDP growth rateeeviewer than the actual rates, forecasts for the
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GET unemployment rates were higher than the acates. It can also be observed, that the forecast
bias of unemployment rates is much lower than tmecast bias of GDP growth rates for all years
ahead.

It is worth mentioning here that it comes as ngsse that the output of the GET model (i.e. the
unemployment forecast) is less noisy than the G@¥Bchsts that enter the model as a noisy input.
This stems from the fact that the model also uags df unemployment rate (see ILO, 2010a). From
an empirical observation, small revisions in theFGgrowth series and small revisions/changes in
unemployment rate data would roughly cause aboutr®D70 per cent of the changes in the final
global numbers.

As expected, regression 1 run for GDP growth rabesvs that the revisions are not done completely
at random. The F-statistic rejects unbiasednesslfgrears’ revisions except the three years ahead
(see Table 20 and Annex 2, Table B7). This redubiukl be treated with care because a bias in
revisions does not necessarily mean that the fete@ae biased. It might simply mean that the IMF
receives the full components of the GDP or thelfestimates (e.g. from the National Statistical

Offices or Ministries) with a lag of one or two ysaand this might be the reason of a systematic
upwards revision.

Table 20. Testing for bias, for global GDP growth revisions
Y ear (s) ahead
1 2 3 4
0.2304**  0.4688**  -0.3915 -1.6339%+
(0.0920)  (0.1642) (0.2457)  (0.2877)
F (@=0) 6.2715**  8.1477** 25388 32.2607**
N 87 81 78 58

Note: Robust standard errors in parenthesis; **0.04, ** p<0.05, * p<0.1

o
World

5.2 Testing for accuracy

The one year ahead global root mean squared &MBE) was 0.9 per cent, it increased to 1.5 per
cent for two years ahead, to 2.2 per cent for theses ahead and to 2.7 per cent for four yearadahe

(see Table 21 and Annex 2, Table B6). To compaesethwith the results of unemployment rate
forecasts, we standardize the RMSE by dividingiihwthe standard deviation of the actual rates. For
one up to four years ahead the standardized RM&ESDP growth rate were 0.27, 0.53, 0.79 and
0.93, and the standardized RMSEs for unemployment¢ ®.13, 0.22, 0.35 and 0.56, respectively. As
we can see, the deviation of the forecasts to ¢heahvalues was larger for forecasts in GDP growth
rates than for unemployment rates. This resulise aonfirmed with the mean absolute error, the
median squared error and the median absolute error.
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Table 21. Summary of accuracy statisticsfor revisions of GDP growth rates

MAE RMSE MedSE MedAE MSE UB uv uc
(Mean (Root (Median (Median (Mean  (Bias (Variance (Covariance

Year(s) Absolute Mean Squared Absolute Squared proportion proportion proportion  R2?

ahead Error) Squared Error) Error) Error) of MSE) of MSE) of MSE)
Error)

IME 1 0.58 0.88 0.11 0.33 0.78 0.07 0.06 0.88 0.96
revisions 2 1.12 1.54 0.52 0.72 2.38 0.09 0.11 0.80 0.82
(GDP) 3 1.67 2.19 1.92 1.38 4.80 0.03 0.02 0.95 0.65
World 4 2.11 2.72 3.09 1.76 7.39 0.36 0.01 0.63 0.59

1 0.45 0.72 0.06 0.25 0.52 0.02 0.00 0.98 0.98
f‘ZrEeTcastS 2 0.94 1.27 0.52 0.72 1.60 0.00 0.02 0.98 0.94
World 3 1.36 1.98 0.98 0.99 3.92 0.02 0.00 0.98 0.85

4 1.91 3.02 1.01 1.01 9.12 0.11 0.00 0.89 0.73

Source: ILO calculations based on the GET Janudit@2January 2011; January 2012; January 2013p@nd
IMF World Economic Outlook Database, October 20D8tober 2010; October (released in September) 2011;
October 2012.

Similarly to the results from equation 1, the deposition of the MSE into the bias and the variance
proportion (UB and UV) indicates that the GDP reans are not unbiased (ranging from 1 to 11 per
cent). The co-variance proportion of the MSE (UGngs to relatively low accuracy as compared to
unemployment forecasts. Furthermore, based on tlué ferecasts (i.e. revisions in the case of GDP)
which indicates accuracy with values close to yrdg; 82, 65 and only 59 per cent of the variatbn
the most recent estimates of GDP growth ratespsuced by the past estimates for one, two, three,
and four years ahead, respectively.

5.3 Testing for informational efficiency

Results from equation 2 confirm the biasednessi@frévisions as seen previously, but the revisions
are informative (see Table 22 and Annex 2, Tablg B8e estimate fob is close to unity and
significant. However, perhaps due to the size eftitas the F-statistic rejects the null joint hysis

of informative revisions (i.e. unity coefficienerm constant and white-noise residuals).

Table 22. Testing for efficiency, for global GDP growth revisions

Y ear (s) ahead
1 2 3 4
-0.0103 -0.3307 0.103 0.8638

(0.1339)  (0.2121) (0.2798)  (0.5542)
0.9914**  1.0302** 1.0165** 1.0168**

World ® 00128) (0.0259) (0.0333)  (0.0784)
F (@=0,6=1) 0.8641 1.236 0.6352  4.1530%
R 0.9839 0.9515 0.8815 0.7223

N 92 86 82 61

Note: Robust standard errors in parenthesis; *®.04, ** p<0.05, * p<0.1;
RPrefers to the regression results.



An Accuracy Assessment of the Global Employment Trends’ Unemployment Rate Forecasts 23

6. GET forecasts vs. alternative forecasts

As seen in section 3.1, one of the properties obptimal forecast is that it provides additional
information to alternatives (e.g. Vogel, 2007). Th® is the only institution providing the public
with global and regional forecasts of unemploynraigs and we are therefore not able to compare our
unemployment rates to other forecasts of unemploymeges. Thus, we therefore have to construct
alternative forecast models to compare our redalt@n obvious alternative to be examined is the
naive forecast model.

In general, a naive forecast is one in which theadwalue of the previous period is projected ithi®
next period with the assumption that tomorrow Wi#ll like the last available observation. Due to its
simplistic nature, it is often used as an altemeatorecast model, such as in Ash et al. (1998 Th
results of the naive forecast model show that tBd @Godel outperforms the naive model in every
aspect (see Table 24). GET predictions are lessethjamore accurate and contain a higher
informational efficiency than the naive forecdsts.

The alternative forecast used for comparison islairnto the naive model but slightly more complex
which for simplicity, we will call baseline foredad his alternative forecast model to be chosee,her
assumes aimple autoregressive modsflsecond order with country dummigs.

ury = a+ a; + fiuri_q + fouri_, + & 3)

wherea is a constanty; is the country-specific constant, ands a stochastic term. To estimate the
coefficients we pooled all the countries together.

Figure 5 shows the distribution of the errors agri® three alternative forecasts. Already thiarBg
depicts that the GET forecasts errors are moreerdrated around zero with steeper peaks for all
forecast periods.

6.1 Testing for bias

Judging from the summary statistics of this base(gsimple autoregressive) model, on average, we
would have under-predicted all years ahead by®53,0.6 and 1.3 percentage points and the actual
unemployment rate would have been larger than tedigied rate(see AFE in Annex 2, Table B9).
When comparing these baseline forecasts to the fGIE€asts, we see that the average forecast error
has a different bias for one and two years aheddoberall, is smaller for the GET forecasts.
Moreover, the results from equation 1 clearly iatkcthat the baseline forecasts are significantly
downwards biased for all years (see Table 23 anteAR, Table B10).

™ The results of the naive forecast model are notvahin this report but are available upon requ@stly the
distribution of the errors is shown kigure 5 and some accuracy statistics in Table 24.

2 The second lag was chosen based on the Akaikemafon and Bayesian information criteria.
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Figure5. Distribution of errorsacross alter native forecasts
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Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

Table 23. Testing for bias, baseline forecasts

Y ear (s) ahead
1 2 4
. 0.3428** 0.4906* 0.6261* 1.2837%
%?Zgggtes (0.1330)  (0.2518)  (0.3530)  (0.4832)
World F (@=0) 6.6454** 3.7942* 3.1460* 7.0585**
N 89 84 79 59

Note: Robust standard errors in parenthesis; **0.04, ** p<0.05, * p<0.1
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6.2 Testing for accuracy

When looking at our accuracy statistics, we obseima according to the mean absolute error, on
average, the baseline forecasts would have befaratif than the actual value by 1, 1.5, 2.1 and 2.5
points for one up to four years ahead, respectiyede Table 24). These values point to a more
inaccurate forecast using the baseline model tsarmgwur GET model. These results are backed up
by other accuracy statistics, such as the mediaared error and the median absolute error which are
all further away from zero than our GET forecastsdll time periods.

Table 24. Comparison accuracy statistics GET forecasts and alter native for ecasts

MAE RM SE MedSE MedAE MSE uB uv ucC
Year(s) (Mean (Root (Median (Median (Mean  (Bias (Variance (Covariance
ahead Absolute Mean Squared Absolute Squared proportion proportion proportion  R2?
Error) Squared Error) Error) Error) of MSE) of MSE) of MSE)
Error)

_ 1 0.90 1.29 0.33 0.57 1.67 0.07 0.13 1.04 0.93
%?Ziggfs 2 1.54 2.35 1.08 1.04 5.51 0.04 0.02 0.95 0.80
World 3 2.14 3.18 1.84 1.36 10.11 0.04 0.00 0.96 0.61

4 2.54 3.90 2.27 151 15.19 0.11 0.01 0.89 0.56
) 1 0.94 1.35 0.35 0.59 1.83 0.16 0.00 0.84 0.93
f’\c')fé‘(’:zsts 2 1.34 1.94 0.68 0.82 3.77 0.11 0.01 0.87 0.86
World 3 1.93 2.79 1.89 1.37 7.81 0.13 0.00 0.87 0.70
4 2.67 4.14 1.98 1.41 17.14 0.26 0.00 0.74 0.50
1 0.45 0.72 0.06 0.25 0.52 0.02 0.00 0.98 0.98
GET 2 0.94 1.27 0.52 0.72 1.60 0.00 0.02 0.98 0.94
forecasts
World 3 1.36 1.98 0.98 0.99 3.92 0.02 0.00 0.98 0.85
4 1.91 3.02 1.01 1.01 9.12 0.11 0.00 0.89 0.73

Source: ILO calculations based on the GET Janudt@2January 2011; January 2012; January 2013.

Even though the deviation of the mean predictiamfthe mean actual value (measured by the bias
proportion of the mean squared error) for the liseforecasts points towards no systematic
component of the forecast error, the GET forecaslisperformed better. However, measuring the
variance proportion as well as the covariance ptapg the baseline forecast would have performed
slightly better than the GET forecast indicatingedter prediction of the systematic and unsystemati
component of variation of the actual values with Haseline forecasts. However, based on thef R
forecasts, our GET forecasts perform better coiegrtihe variation of the actual values which the
predictions have correctly taken into account. Bhseline forecasts show that only 93, 80, 61 and
only 56 per cent of the variation of the actualcomtes would have been captured by these forecasts
for one up to four years ahead, respectively. These at least for this sample of results, the GET
unemployment rate forecasts have been superibetalternative.

6.3 Testing for informational accuracy
Regarding the results from equation 2, althougheitgnate fo6 is close to unity and significant, for

all forecasts but two years ahead, we do rejechtligoint hypothesis of informative forecasts(i.
unity coefficient, zero constant and white-noissidaals) (see Table 25 and Annex 2, Table B11).
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Table 25. Testing for efficiency, baseline forecasts

Y ear (s) ahead
1 2 3 4
0.1074 -0.0434 0.8166 1.9764*+*
(0.2839) (0.4912) (0.5291) (0.7122)

o

Baseline g 1.0272°% 10607+ 0.9787** 0.9079*

forecasts (0.0361)  (0.0682)  (0.0731)  (0.1071)

World F @=0,6=1) 3.4096** 1.9196  2.6579*  6.4875"*
R°  0.9449 0.8392 0.7028 0.5390
N 89 84 79 59

Note: Robust standard errors in parenthesis; **®.04, ** p<0.05, * p<0.1;
R?refers to the regression results.

Overall, it is shown that the GET forecasts prodess biased, more accurate and more informatively
efficient results than our alternatives.

7. Conclusions and further work

The results in this post-mortem analysis of the GEEmployment rates suggest that, on average
across all countries for which data are availatile, GET unemployment rate forecasts are slightly
biased; that is we over-predict one and two yehesmd and under-predict three and four years ahead.
However, this bias is not significant for one toethyears ahead.

In general, our tests for accuracy show that tleetshthe prediction period, the more accurate our
forecasts indicated by smaller forecast errorssfmrter prediction periods and larger forecastrerro
for longer periods. The one, two, and three yehead forecasts were accurate; however, the four
years ahead forecast was inaccurate. Furthermareesults also indicate that we have informational
efficiency for one to three years ahead.

Regional comparisons are difficult due to the srsathple size resulting from the short time horizon
in our sample. Nevertheless, there are some impdgasons to be learned concerning forecast bias
and accuracy from regional results. In the Devedogeonomies and the EU, the region with the
largest sample size, there was no significant fisebias for one to two years ahead, but a positive
bias for three and four years ahead. Furthermbeeshiorter the forecast period, the more accunate t
predictions and for one to two years ahead, thecsts were informative.

For the Central and South-Eastern Europe (non-Bd)CGIS region, we under-predict unemployment
rates and our predictions were relatively accui@atene and two years ahead, but forecasts foethre
and four years ahead were not accurate. In Latierfra and the Caribbean we forecasted higher
unemployment rates than the actual values andgeirergl, our forecasts were relatively accurate,
particularly for one and two years ahead.

Furthermore, we showed that our GET unemploymeetsriorecasts have similar or in some cases

even better performance than GDP growth ratesiosdausing the same tests for bias accuracy and

informational efficiency. We also saw that the Glefecasts produce less biased, more accurate and
more informatively efficient results than altervatimodels.

In general, the GET model provides quite good mtapes, but projections at longer horizons are
more problematic. Part of this inaccuracy may be ttuthe specific period over which the model is
evaluated (the crisis and its effects, especiallyEurope). Some areas to consider for further
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examination, especially once the time series @dast errors is longer, are the comparison witkroth
alternative forecasting models, further statistiiegits for efficiency and bias, an evaluation @& th
diachronic performance and an evaluation in forogisturning points as well as an in-sample
evaluation of the model. Additionally, it would leseful to evaluate each of the GET model runs
individually, i.e. GET 2010, GET 2011, etc., to ess whether small changes implemented in the
model in the past, improved the forecasts (seeBimx a preliminary comparison across model runs).

Box 2. Testing for accuracy based on the three model runs separ ately

The table below shows the main accuracy measuresafdh individual model run. For the most recensrwe
have very few observations for three and four yahesad, which prevents us from drawing strong emichs.
Nevertheless, for one and two years ahead foreddstsmore recent model runs have clearly improted
forecasts, as the most recent run ranks the losvests (in terms of every measure) among the otlhtowever,
this comes to no surprise because the model maifbnned moderately to precisely forecast theahithpact
of the crisis, but with the evolution of the crisis the more recent information was incorporatetthé model,
the forecasts became more accurate.

Box Table 2.1. Testing for accuracy based on the three model runs separately

MAE RMSE MedSE MedAE MSE uB uv uc
Year(s) (Mean (Root (Median (Median (Mean (Bias _ (Varian_ce (Covarignce ,
ahead Obs Absolute Mean Squared Absolute Squared proportion proportion proportion R
Error) Squared Error) Error) Error) of MSE) of MSE) of MSE)
Error)
1 81 0.45 0.71 0.05 0.22 0.51 0.00 0.00 1.00 0.98
JGaEnT 2 73 093 1.44 0.36 0.60 2.08 0.01 0.07 0.92 0.91
2011 3 7 1.37 1.77 0.48 0.69 3.13 0.51 0.06 0.44 0.91
4 2 0.86 1.19 1.42 0.86 1.42 0.48 0.57 0.00
1 86 0.52 0.83 0.07 0.26 0.68 0.01 0.01 0.97 0.97
GET 84 094 1.33 0.45 0.67 1.76 0.02 0.00 0.98 0.93
;ggo 3 73 1.32 2.08 0.73 0.85 4.31 0.02 0.02 0.97 0.82
4 3 0.70 0.86 0.25 0.50 0.74 0.18 0.70 0.16
1 87 0.55 0.74 0.86 0.09 0.30 0.02 0.03 0.95 0.97
JGaEnT 2 81  1.27 2.60 1.61 1.01 1.01 0.01 0.01 0.99 0.89
2009 3 77 1.55 4.38 2.09 1.56 1.25 0.03 0.00 0.97 0.80
4 59 1.94 9.39 3.06 1.01 1.01 0.12 0.01 0.88 0.57

Source: ILO calculations based on the GET Janudtp2January 2011; January 2012; January 2013.
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Annexes

Annex 1. Literature on forecast errorsand measur es used

Table A1. Evaluation of forecast performance in selected literature

Author(s)

Forecasts

Selected measures used

Forecasting GDP growth and government deficit

Glick and Schleicher
(2005)

Examination of common bias in OECD and IMF
forecasts

- Smoothed first and second moments of

forecast errors

Blix et al. (2001)

Examination of forecast performance of 52
thousand GDP and inflation forecasts based on 250
institutions

- Average root mean squared error
- Average forecast error

Ash et al. (1998)

Evaluation of the directional accuracy of OECD
forecasts

- Non-parametric tests

Timmermann (2006,
2007)

Evaluation of the World Economic Outlook
Forecasts

- Mean error

- Median error

- Standard deviation
- Serial correlation

Koutsogeorgopoulou
(2000) & Vogel (2007)

Evaluation of the OECD forecasts

- Average forecast error

- Average root mean squared error
- Mean absolute error

- Frequency of positive errors

- Errors’ serial correlation

- Theil inequality coefficient

- Correlation coefficient between
forecasts and realizations

-R?

- Contingency tables to test for
directional accuracy

Artis and Marcellino
(1998)

Analysis of the performance of the IMF, OECD and
European Commission forecasts for government
deficit

- Mean error

- MAE

- RMSE

- Lagrange Multiplier test

- Diebold and Mariano statistics
- Theil index

Forecasting unemployment rates

Milas and Rothman
(2008)

Evaluation of the out-of-sample forecast
performance of non-linear and linear models

- Root mean squared error
- Median squared errors
- Root mean squared error ratios

Schanne et al. (2010)

Evaluation of the performance of univariate spatial
global vector autoregressive models controlling for
regional interdependencies versus traditional
methods for regional forecasting

- Mean absolute percentage forecast
error

Barnichon and Nekarda
(2013)

Test of the forecasting performance of models
using labour flows versus the survey of professional
forecasters (SPF) and time-series models

- Root mean squared error
- Giacomini-White statistic

Bowles et al. (2010)

Evaluation of the accuracy of the SPF’s GDP and
unemployment rate forecasts

- Mean error

- Mean absolute error

- Root mean squared error
- Theil index

Bratu (2013)

Examination of the forecasting performance for the
unemployment rate in the United States made by
several institutions

- Root mean squared error
- Average forecast error

- Mean absolute error

- Theil index
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Annex 2. Tables
Unemployment rate

Table B1. Summary statistics of actual and forecasted unemployment rates

Actual Forecasted AFE
. Year(s) Number of
Region .
ahead countries (Average
Mean Star}da.rd Mean Star}da.rd Forecast
deviation deviation
Error)
1 92 9.20 5.62 9.29 5.62 -0.09
2 86 9.10 5.70 9.15 5.40 -0.05
World

3 82 8.99 5.70 8.74 5.27 0.25
4 61 8.71 5.42 7.72 4.53 0.99
1 36 8.70 3.81 8.74 3.88 -0.04
Developed Economies and European 2 36 9.07 4.24 8.81 3.77 0.26
Union 3 36 9.09 4.45 8.26 3.64 0.83
4 35 9.37 4.90 7.48 3.24 1.89
1 13 14.32 8.76 14.29 8.66 0.04
Central and South-Eastern Europe 2 11 13.66 8.73 13.51 8.31 0.16
(non-EU) and CIS 3 10 12.89 9.07 12.88 8.41 0.01
4 6 9.24 4.33 8.94 2.57 0.30
1 4 4.00 0.84 4.06 0.84 -0.06
East Asia 2 4 3.55 0.78 4.16 0.77 -0.61
3 4 3.33 0.73 3.65 0.73 -0.32
4 4 3.21 0.81 3.50 0.81 -0.28
1 4 4.73 2.69 4.97 2.83 -0.23
X . 2 4 4.47 2.68 5.02 2.83 -0.55
South-East Asia and the Pacific 3 5 3.86 254 4.50 275 064
4 3 3.55 2.63 412 2.52 -0.57
1 3 4.57 0.94 4.84 0.78 -0.28
South Asia 2 2 4.22 0.71 4.88 1.76 -0.65
3 1 3.30 0.00 2.74 0.00 0.56
4 1 3.10 0.00 2.60 0.00 0.50
1 22 8.26 4.68 8.58 4.81 -0.31
. . X 2 20 8.52 4.97 8.97 4.94 -0.45
Latin America and the Caribbean 3 18 3.80 291 3.87 2.60 0.03
4 7 9.81 5.97 10.56 5.92 -0.75
1 6 13.11 5.35 12.53 5.81 0.58
. 2 5 11.44 7.52 11.12 7.37 0.32
Middle East 3 3 1440 6.8 1476 6.39 036
4 3 12.12 9.95 12.80 10.17 -0.68
1 3 9.97 0.73 10.56 1.41 -0.59
. 2 3 9.92 0.57 10.65 1.98 -0.73
North Africa 3 3 10.40 121 1116 2.83 -0.76
4 1 9.50 0.00 9.30 0.00 0.20
1 1 7.63 0.00 8.00 0.00 -0.37
. 2 1 7.58 0.00 7.93 0.00 -0.35
Sub-Saharan Africa 3 2 5.61 2.00 6.49 0.92 0.8
4 1 7.14 0.00 4.92 0.00 2.23

Notes: The country-level results are available upon request. The mean and standard deviation is unweighted.
Source: ILO calculations based on the GET January 2010; January 2011; January 2012; January 2013.
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Table B2. Summary of accuracy statistics for the GET unemployment rate forecasts

RMSE MedSE MedAE
Region Year(s) (Mean (Root Mean (Median (Median
g ahead Absolute Squared Error)  Squared Error)  Absolute
Error) Error)
1 0.45 0.72 0.06 0.25
2 0.94 1.27 0.52 0.72
World
3 1.36 1.98 0.98 0.99
4 1.91 3.02 1.01 1.01
1 0.21 0.32 0.02 0.13
Developed Economies and 2 0.76 1.15 0.27 0.52
European Union 3 1.42 2.28 0.87 0.93
4 2.28 3.62 1.94 1.39
1 0.59 0.77 0.25 0.50
Central and South-Eastern Europe 2 112 1.37 0.76 0.87
(non-EU) and CIS 3 1.42 1.75 2.29 1.51
4 2.48 3.06 4.62 2.15
1 0.07 0.07 0.01 0.07
2 0.61 0.66 0.45 0.66
East Asia
3 0.43 0.50 0.13 0.34
4 0.52 0.56 0.29 0.54
1 0.23 0.30 0.04 0.18
Sl A it P 2 0.55 0.59 0.24 0.49
outhEast Asia and the Faciiic 3 0.64 0.74 0.24 0.49
4 0.57 0.59 0.23 0.48
1 0.37 0.42 0.13 0.36
2 1.01 1.21 1.45 1.01
South Asia
3 0.56 0.56 0.31 0.56
4 0.50 0.50 0.25 0.50
1 0.77 1.01 0.28 0.53
2 1.21 1.41 1.40 1.18
Latin America and the Caribbean
3 1.63 1.85 3.30 1.78
4 1.88 2.15 4.02 2.01
1 0.85 1.30 0.10 0.31
2 0.99 1.54 0.18 0.42
Middle East
3 0.36 0.42 0.17 0.41
4 0.68 0.88 0.34 0.59
1 0.60 0.97 0.01 0.11
2 1.56 2.02 1.56 1.25
North Africa
3 2.66 3.35 8.13 2.85
4 0.20 0.20 0.04 0.20
1 0.37 0.37 0.13 0.37
2 0.35 0.35 0.12 0.35
Sub-Saharan Africa
3 1.03 1.36 1.84 1.03
4 2.23 2.23 4.96 2.23
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Table B2. Summary of accuracy statistics for the GET unemployment rate forecasts (cont.)

MSE UB (Bias uv uc
Region Year(s) (Mean proportion  (Variance (Covariance 2
8 ahead Squared of MSE) proportion  proportion
Error) of MSE) of MSE)
1 0.52 0.02 0.00 0.98 0.98
2 1.60 0.00 0.02 0.98 0.94
World
3 3.92 0.02 0.00 0.98 0.85
4 9.12 0.11 0.00 0.89 0.73
1 0.10 0.01 0.07 0.92 0.99
b | dE . dE Uni 2 1.32 0.05 0.08 0.87 0.93
eveloped Economies and European Union 3 c19 0.13 0.02 0.86 0.74
4 13.09 0.27 0.03 0.70 0.45
1 0.59 0.00 0.01 1.00 0.99
S I U ( EU) and CIS 2 1.87 0.01 0.05 0.95 0.98
entral and South-Eastern Europe (non-EU) an 3 3.08 0.00 0.08 .08 0.96
4 9.34 0.01 0.03 0.99 0.49
1 0.01 0.55 0.01 0.46 0.99
2 0.43 0.85 0.00 0.15 0.39
East Asia
3 0.25 0.42 0.04 0.57 0.54
4 0.32 0.25 0.08 0.71 0.49
1 0.09 0.58 0.23 0.20 0.99
2 0.35 0.85 0.07 0.08 0.95
South-East Asia and the Pacific
3 0.55 0.74 0.10 0.17 0.92
4 0.35 0.94 0.03 0.03 0.95
1 0.17 0.44 0.07 0.53 0.81
2 1.45 0.29 0.77 0.00 -1.39
South Asia
3 0.31
4 0.25
1 1.02 0.10 0.05 0.86 0.95
I d the Caribb 2 1.97 0.10 0.01 0.89 0.92
atin America and the tarfobean 3 3.44 0.00 0.00 1.01 0.86
4 4.63 0.12 0.02 0.88 0.95
1 1.68 0.20 0.19 0.63 0.94
2 2.37 0.04 0.00 0.99 0.96
Middle East
3 0.18 0.72 0.25 0.05 1.00
4 0.78 0.59 0.07 0.36 0.99
1 0.94 0.37 0.59 0.08 0.22
2 4.09 0.13 0.85 0.08 -2.66
North Africa
3 11.22 0.05 0.88 0.12 -5.74
4 0.04
1 0.13
2 0.12
Sub-Saharan Africa
3 1.84 0.42 0.63 0.00 0.51
4 4.96

Note: For the details on the measurements, please, see Annex 3.
Source: ILO calculations based on the GET January 2010; January 2011; January 2012; January 2013.
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Table B3. Testing for bias

Year(s) ahead

Region
1 2 3 4
-0.0898 20.0542 02473 0.9934***
World * (00749)  (0.1372)  (0.2182) (0.3683)
F(a=0)  1.4370 0.1561 12836  7.2771%**
N 92 86 82 61
Developed , 00358 0.2615 0.8281%*  1.8874***
Economies (0.0531)  (0.1888) (0.3587) (0.5294)
and European F (a=0) 0.4532 1.9188 5.3296** 12.7111%**
Union N 36 36 36 35
Central and , 00380 0.1556 0.0105 0.2973
South-Eastern (0.2213)  (0.4296)  (0.5849) (1.3600)
Europe (non- F (a=0) 0.0295 0.1312 0.0003 0.0478
EU) and CIS N 13 11 10 6
0.1799%*  -0.5921***  _0.3920**  -0.2943
Acia *  (00712)  (0.1680) (0.1667) (0.1831)
F(a=0) 6.3833**  12.4162***  5.5306** 2.5828
N 11 10 10 8
. . 203121 -0.4475 -0.0329 -0.7546
:it(;“t::‘e”ca * (02098  (0.3056)  (0.4495) (0.8230)
Caribbean F(a=0) 22132 2.1443 0.0054 0.8407
N 22 20 18 7
0.1381 -0.1017 -0.6412 0.0783
Middle East *  (03776)  (05794)  (0.7859) (0.6047)
and Africa F(a=0)  0.1337 0.0308 0.6656 0.0168
N 10 9 8 5

Notes: Only the regions displayed showed a sufficient number of
observations to run regression analysis. Robust standard errors in

parenthesis; *** p<0.01, ** p<0.05, * p<0.1
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Table B4. Testing for efficiency

Year(s) ahead

Region 1 2 3 2
, 00103 03307 0103 0.8638
(0.1339)  (0.2121)  (0.2798)  (0.5542)
g 09914*** 10302*** 10165*** 10168***
World (0.0128)  (0.0259)  (0.0333)  (0.0784)
F(a=0,6=1) 0.8641 1.236 0.6352 4.1530**
R 0.9839 0.9515 0.8815 0.7223
N 92 86 82 61
, 01558 05141 0.1893 0.4828
(0.1294)  (0.3862)  (0.7389)  (1.1423)
Ecec‘)’:lfn‘::i g 09781%** 10880*** 10773*** 1.1878***
ond Earopean (0.0179)  (0.0535)  (0.1109)  (0.1772)
v F (a0, 6=1) 07553 1.4916 3.1385%  6.8691***
RZ 0.9937 0.9364 0.7756 0.6161
N 36 36 36 35
, 00809 03581  -07532  -15223
Contral an (03294)  (0.6713)  (0.9482)  (3.0898)
e ane g LO0B3*** 10380%** 10593*** 12035%*
Sy (0.0214)  (0.0519)  (0.0527)  (0.3380)
B F(a=0,6=1) 0.0776 0.2719 0.6409 0.1843
RZ 0.9923 0.9767 0.9650 0.5078
N 13 11 10 6
0.0423 0.0048 0.1080 -0.1385
@ (0.1447)  (0.3499)  (0.3620)  (0.4669)
g O095L7*** 0B7I6*** 08746*** 0.9570%*
Asia (0.0275)  (0.0726)  (0.0769)  (0.0819)
F(a=0,8=1) 4.9828** 82241**  54244** 50726
RZ 0.9862 0.9423 0.9456 0.9179
N 11 10 10 8
, 00948 01752 0.0770 02122
(0.4307)  (0.5260)  (0.7990)  (1.2012)
Lesin e g 0.9526%°% 0.9696*** 09876*** 09486+
and the (0.0310)  (0.0520)  (0.0609)  (0.0460)
Caribbean F(0=0, 8=1) 6.4290*** 1.1091 0.0290 1.8527
RZ 0.9598 0.9284 0.8562 0.8858
N 22 20 18 7
0.9382 0.2423 0.4775 0.8218
@ (0.8581)  (0.6604)  (1.4749)  (1.0258)
iddle Eact g 09303%%% 0.9676*** 09014*%* 09293***
i (0.0508)  (0.0488)  (0.1272)  (0..0530)
F(a=0, 6=1) 1.0590 0.2222 0.4857 1.1361
RZ 0.9429 0.9171 0.8476 0.9813
N 10 9 8 5

Notes: Only the regions displayed showed a sufficient number of observations
to run regression analysis. Robust standard errors in parenthesis; *** p<0.01,
** p<0.05, * p<0.1; R2refers to the regression results.
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GDP growth rate
Table B5. Summary statistics of latest and revised GDP growth rates
. Year(s) Number .
Region of Latest Revised AFE
ahead .
countries
Standard Standard (Average
Mean L. L Forecast
deviation deviation
Error)
1 92 1.53 3.28 1.30 2.96 0.23
2 86 3.02 2.93 2.56 2.08 0.47
World
3 82 2.87 2.76 3.27 1.46 -0.39
4 61 1.98 2.92 3.62 2.24 -1.63
1 36 -0.29 1.79 -0.34 1.81 0.06
Developed Economies and European 2 36 1.44 1.77 1.50 1.01 -0.06
Union 3 36 1.25 2.09 2.43 0.98 -1.18
4 35 0.67 2.13 2.84 1.17 -2.17
1 13 2.07 3.81 1.57 3.51 0.50
Central and South-Eastern Europe (non- 2 11 3.47 2.38 2.70 1.15 0.77
EU) and CIS 3 10 3.67 2.51 3.91 0.89 -0.24
4 6 3.49 2.55 4.30 0.76 -0.81
1 4 3.63 0.51 3.09 0.29 0.54
East Asia 2 4 4.74 0.48 4.22 0.11 0.52
3 4 3.09 0.32 4.43 0.24 -1.34
4 4 1.95 0.58 4.70 0.28 -2.75
1 4 3.85 1.44 3.75 1.21 0.10
. i 2 4 5.45 0.67 4.53 0.56 0.92
South-East Asia and the Pacific 3 5 4.85 1.29 4.89 0.77 0,03
4 3 4,94 0.50 5.00 0.42 -0.06
1 3 7.05 3.56 5.11 2.63 1.93
South Asia 2 2 6.88 0.92 6.10 1.15 0.78
3 1 11.80 0.00 6.85 0.00 4.95
4 1 5.27 0.00 6.62 0.00 -1.36
1 22 2.01 3.92 1.94 3.48 0.07
. . . 2 20 3.81 3.89 2.63 2.77 1.19
Latin America and the Caribbean 3 18 450 264 3.13 161 138
4 7 3.57 1.77 2.98 1.59 0.60
1 6 3.17 1.60 2.77 1.82 0.40
. 2 5 6.60 3.44 5.05 3.37 1.55
Middle East 3 3 3.12 0.34 4.68 0.08 156
4 3 8.56 5.81 10.92 6.18 -2.36
1 3 3.60 0.90 3.66 0.77 -0.06
. 2 3 3.38 0.40 4.01 0.86 -0.63
North Africa 3 3 2.98 0.91 4.49 0.57 152
4 1 2.87 0.00 5.00 0.00 -2.13
1 1 3.77 0.00 3.28 0.00 0.49
. 2 1 3.89 0.00 3.41 0.00 0.48
Sub-Saharan Africa 3 2 4.93 1.23 5.41 0.92 -0.48
4 1 3.37 0.00 4.19 0.00 -0.83

Notes: The country-level results are available upon request. The mean and standard deviation is unweighted.
Forecasts in this table describe revisions of the estimates and/or forecasts in one of the three October versions
of WEO as compared to October 2012 WEO. The number of observations is exactly the same as in Table B1, but
excluding 5 countries which are not included in the WEO database (Cuba, Guadeloupe, Macau-China, Puerto

Rico, West Bank and Gaza Strip).

Source: ILO calculations based on IMF World Economic Outlook Database October 2009; October 2010; October
(released in September) 2011; October 2012.



38 Research Department Paper No. 1

Table B6. Summary of accuracy statistics for the revisions of GDP growth rates

MAE RMSE MedSE MedAE
(Mean (Root (Median (Median
. Year(s)
Region ahead Absolute  Mean Squared  Absolute
Error) Squared Error) Error)
Error)
1 0.58 0.88 0.11 0.33
2 1.12 1.54 0.52 0.72
World
3 1.67 2.19 1.92 1.38
4 2.11 2.72 3.09 1.76
1 0.42 0.61 0.04 0.21
. . 2 0.89 1.21 0.38 0.62
Developed Economies and European Union
3 1.64 2.16 1.95 1.39
4 2.32 2.97 3.10 1.76
1 0.70 1.02 0.05 0.23
Central and South-Eastern Europe (non-EU) and CIS 2 1.35 1.78 0.61 0.78
: 3 1.77 2.01 3.56 1.89
4 1.79 2.56 2.14 1.27
1 0.54 0.58 0.19 0.43
. 2 0.52 0.64 0.23 0.48
East Asia
3 1.34 1.41 2.39 1.55
4 2.75 2.80 6.22 2.49
1 0.45 0.56 0.29 0.50
2 .92 1. 1.1 1.
South-East Asia and the Pacific 0.9 00 3 0
3 0.75 0.98 0.16 0.40
4 0.67 0.74 0.33 0.57
1 1.93 2.26 2.71 1.65
. 2 1.99 2.14 4.56 1.99
South Asia
3 4.95 4.95 24.53 4.95
4 1.36 1.36 1.84 1.36
1 0.68 0.98 0.24 0.49
. . . 2 1.42 1.98 0.69 0.83
Latin America and the Caribbean
3 2.04 2.68 1.91 1.35
4 1.87 2.48 1.89 1.31
1 0.67 0.95 0.26 0.51
. 2 2.07 2.31 3.70 1.84
Middle East
3 1.56 1.61 2.59 1.56
4 2.36 2.38 5.69 2.36
1 0.16 0.18 0.02 0.14
. 2 0.63 0.91 0.06 0.23
North Africa
3 1.52 1.95 0.78 0.88
4 2.13 2.13 4.52 2.13
1 0.49 0.49 0.24 0.49
. 2 0.48 0.48 0.23 0.48
Sub-Saharan Africa
3 0.48 0.57 0.32 0.48
4 0.83 0.83 0.69 0.83
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Table B6. Summary of accuracy statistics for the revisions of GDP growth rates (cont.)
MSE V]:] uv uc
. Year(s) (Mean (Bias (Variance (Covariance 2
Region . . .
ahead Squared proportion proportion proportion
Error) of MSE) of MSE) of MSE)
1 0.78 0.07 0.06 0.88 0.96
2 2.38 0.09 0.11 0.80 0.82
World
3 4.80 0.03 0.02 0.95 0.65
4 7.39 0.36 0.01 0.63 0.59
1 0.38 0.01 0.05 0.95 0.98
. . 2 1.47 0.00 0.07 0.94 0.72
Developed Economies and European Union
3 4.65 0.30 0.00 0.70 0.40
4 8.81 0.54 0.02 0.45 0.07
1 1.04 0.24 0.04 0.73 0.97
Central and South-Eastern Europe (non-EU) and 2 3.16 0.19 0.17 0.65 0.74
CIS 3 4.02 0.01 0.17 0.84 0.77
4 6.57 0.10 0.00 0.92 0.66
1 0.34 0.87 0.14 0.00 0.99
. 2 0.41 0.66 0.33 0.03 0.98
East Asia
3 2.00 0.90 0.06 0.05 0.91
4 7.84 0.97 0.00 0.04 0.65
1 0.31 0.03 0.05 0.96 0.99
. " 2 1.00 0.84 0.00 0.16 0.96
South-East Asia and the Pacific
3 0.96 0.00 0.00 1.03 0.96
4 0.55 0.01 0.66 0.39 0.98
1 5.12 0.73 0.13 0.16 0.85
. 2 4.56 0.13 0.94 0.00 0.88
South Asia
3 24.53
4 1.84
1 0.97 0.01 0.11 0.89 0.95
. . . 2 3.91 0.36 0.21 0.44 0.76
Latin America and the Caribbean
3 7.16 0.26 0.01 0.73 0.47
4 6.16 0.06 0.47 0.50 0.46
1 0.90 0.18 0.19 0.66 0.92
. 2 5.31 0.45 0.03 0.55 0.85
Middle East
3 2.59 0.94 0.07 0.00 0.88
4 5.69 0.98 0.02 0.00 0.96
1 0.03 0.11 0.36 0.58 1.00
. 2 0.83 0.49 0.43 0.11 0.95
North Africa
3 3.80 0.60 0.24 0.17 0.82
4 4.52
1 0.24
2 0.23
Sub-Saharan Africa
3 0.32 0.72 0.31 0.00 0.99
4 0.69

Note: For the details on the measurements, please see Annex 3. Errors on this table describe revisions of the
estimates/forecasts from the October versions of WEO as compared to October 2012 WEO. The calculation
of these errors is done for exactly the same observations as in Table B2, excluding 5 countries which are not

included in the WEO database (Cuba, Guadeloupe, Macau-China, Puerto Rico, West Bank and Gaza Strip).

Source: ILO calculations based on IMF World Economic Outlook Database October 2009; October 2010;

October (released in September) 2011; October 2012.
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Table B7. Testing for bias, GDP revisions

Year(s) ahead

Region
1 2 3 4
0.2304**  0.4688***  -0.3915 -1.6339%**
a
i (0.0920)  (0.1642) (0.2457) (0.2877)
F(a=0) 6.2715**  8.1477***  2.5388 32.2607***
N 87 81 78 58
0.0567 -0.0613 -1.1756%%%  2.1720%%*
Developed a
Economies and (0.1033)  (0.2048) (0.3054) (0.3470)
E“f"pea“ F(a=0) 0.3011 0.0896 14.8200%**  39.1714***
nion
N 36 36 36 35
* o o
Central and . 0.5034 0.7665 0.2364 0.8090
South-Eastern (0.2560)  (0.5074) (0.6640) (1.0879)
Europe (non- F(a=0) 3.8675*  2.2819 0.1267 0.5530
EU) and CIS
N 13 11 10 6
0.7829*  0.7547* 0.0857 -1.3996**
a
Asia (0.3573)  (0.3573) (0.6997) (1.0879)
F(a=0) 4.8019*  4.4608* 0.0150 6.1904**
N 10 9 9 7
0.0704 1.1869%**  1.3751** 0.5956
Latin America a
and the (0.2314)  (0.3954) (0.5925) (1.0779)
Caribbean F(a=0) 0.0927 9.0091***  53867** 0.3053
N 19 17 16 6
0.2542 0.5968 -1.2321%* -1.9174%*
a
Middle East (0.2427) (0.6140) (0.3964) (0.3951)
and Africa _ . .
F(a=0) 1.0974 0.9446 9.6630 23.5523
N 9 8 7 4

Notes: Only the regions displayed showed a sufficient number of observations
to run regression analysis. Robust standard errors in parenthesis; *** p<0.01,

** p<0.05, * p<0.1
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Table B8. Testing for efficiency, GDP revisions

Year(s) ahead

Region
1 2 3 a4
, 01370 -0.1538 -1.0341 -1.1933%*
(0.0935)  (0.2485) (0.7583)  (0.5767)
g LO714*** 12436***  1.1967*** 0.8782***
World (0.0380) (0.0832) (0.2078) (0.1110)
F(a=0,6=1) 4.2891**  7.9495*** 15177 22.3225%**
R” 0.9363 0.7789 0.4006 0.4540
N 87 81 78 58
, 00321 -0.5208 -1.3499 -1.1962
Developed (0.1000)  (0.5378) (1.0052)  (1.0855)
Economies g 09282°** 13065%***  10718*** 0.6567*
and European (0.0680)  (0.2854) (0.3504)  (0.3480)
Union F(a=0, 8=1) 0.6124 0.5832 7.9863***  21.3000***
R?  0.8879 0.5588 0.2537 0.1309
N 36 36 36 35
o, 04110 -0.9721 -3.8204 -0.1772
i i (0.2711)  (1.0410) (2.4605)  (4.3792)
South-Eastern g L0589*** 16433***  19177**  0.8531
Europe (non- (0.0600)  (0.3674) (0.6134)  (0.8161)
EU) and CIS F (a=0, 6=1Z 2.2459 2.4984 1.2055 0.5215
R? 0.9482 0.6358 0.4638 0.0646
N 13 11 10 6
, 06967 3.0534* -7.5549*  -2.1892
(0.8748)  (1.3775) (3.6370)  (3.1081)
g 13736 05187 2.5432%%  1.1548*
Asia (0.2122)  (0.2970) (0.7921)  (0.5082)
F(a=0, 8=1) 4.7802**  4.9240* 2.6349 5.8987*
R?  0.8955 0.2358 0.7329 0.2642
N 10 9 9 7
. 0117 0.3297 1.9479 3.7610
(0.2408)  (0.3113) (1.4296)  (2.1740)
Latin America g 1.0938*** 13265***  0.8169* -0.0636
and the (0.0572) (0.0705) (0.4168) (0.5201)
Caribbean F(a=0,8=1) 1.3556 12.3713***  2.6692 2.2900
R. 0.9436 0.8872 0.2476 0.0033
N 19 17 16 6
, 09281 0.8063 -1.4765 -1.1919
(0.7319)  (1.3493) (2.7415)  (0.6473)
Middle East g 07843*** 0.9530*** 10508 0.9065***
and Africa (0.1793)  (0.2134) (0.5903)  (0.0406)
F(a=0, 8=1) 0.8109 0.4157 4.4985* 586.7457***
RZ 0.7786 0.6778 0.3733 0.9901
N 9 8 7 4

Notes: Only the regions displayed showed a sufficient number of observations to
run regression analysis. Robust standard errors in parenthesis; *** p<0.01, **
p<0.05, * p<0.1; R’refers to the regression results.



42 Research Department Paper No. 1

Baseline forecast

Table B9. Summary accuracy statistics for unemployment rate forecasts based on the

baseline model

AFE MAE RMSE MedSE MedAE
_ Year(s) Number of (Average (Mean (Root (Median (Median
Region . Forecast Absolute Mean Squared Absolute
ahead countries
Error) Error) Squared Error) Error)
Error)
1 89 0.34 0.90 1.29 0.33 0.57
World 2 84 0.49 1.54 2.35 1.08 1.04
3 79 0.63 2.14 3.18 1.84 1.36
4 59 1.28 2.54 3.90 2.27 1.51
1 36 0.73 0.87 1.21 0.27 0.52
Developed Economies and 2 36 1.21 1.57 2.35 0.84 0.92
European Union 3 36 1.57 2.12 3.23 1.38 1.17
4 35 2.77 3.00 4.52 3.48 1.86
1 12 0.53 0.98 1.35 0.52 0.72
Central and South-Eastern 2 11 1.28 2.48 3.97 2.54 1.59
Europe (non-EU) and CIS 3 10 0.90 2.69 4.53 3.51 1.79
4 6 0.37 2.10 2.50 6.59 2.57
1 4 -0.09 0.24 0.28 0.06 0.25
East Asia 2 4 -0.54 0.60 0.77 0.44 0.53
3 4 -0.82 0.85 1.12 0.93 0.78
4 4 -0.64 0.89 1.12 0.57 0.72
1 4 -0.36 0.36 0.44 0.16 0.35
South-East Asia and the 2 4 -0.86 0.86 0.97 0.69 0.78
Pacific 3 4 -1.20 1.20 1.35 1.17 1.03
4 3 -0.94 0.94 1.02 0.52 0.72
1 2 -0.30 0.30 0.38 0.14 0.30
South Asia 2 2 -0.49 0.54 0.73 0.53 0.54
3 1 -0.63 0.63 0.63 0.40 0.63
4 1 -0.79 0.79 0.79 0.63 0.79
1 22 0.07 1.14 1.63 0.84 0.91
Latin America and the 2 20 -0.43 1.36 1.60 1.66 1.27
Caribbean 3 18 -0.20 2.42 2.84 5.03 2.24
4 7 -2.55 3.35 4.34 2.47 1.57
1 5 0.11 0.92 1.09 0.54 0.73
Middle East 2 3 0.64 1.66 1.80 2.35 1.53
3 2 -0.11 1.25 1.25 1.57 1.25
4 1 -0.48 0.48 0.48 0.23 0.48
1 3 -0.69 1.32 1.68 0.88 0.94
North Africa 2 3 -1.30 1.97 2.73 1.01 1.01
3 3 -1.57 3.37 4.36 7.30 2.70
4 1 -0.15 0.15 0.15 0.02 0.15
1 1 0.45 0.45 0.45 0.21 0.45
Sub-Saharan Africa 2 1 0.58 0.58 0.58 0.34 0.58
3 1 0.96 0.96 0.96 0.91 0.96
4 1 1.16 1.16 1.16 1.34 1.16
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Table B9. Summary accuracy statistics for unemployment rate forecasts based on the
baseline model (cont.)

MSE uB uv uc
. Year(s) No. of (Mean (Bias (Variance  (Covariance 2
Region . . . .
ahead countries Squared proportion proportion proportion of
Error of MSE) of MSE) MSE)
1 89 1.67 0.07 0.13 1.04 0.93
2 84 5.51 0.04 0.02 0.95 0.80
World
3 79 10.11 0.04 0.00 0.96 0.61
4 59 15.19 0.11 0.01 0.89 0.56
1 36 1.47 0.36 0.18 0.46 0.91
Developed Economies and 2 36 5.51 0.27 0.09 0.65 0.71
European Union 3 36 10.42 0.24 0.04 0.73 0.49
4 35 20.46 0.38 0.05 0.58 0.14
1 12 1.82 0.15 0.59 0.95 0.98
Central and South-Eastern Europe 2 11 15.78 0.10 0.02 0.89 0.80
(non-EU) and CIS 3 10 20.50 0.04 0.00 0.98 0.75
4 6 6.24 0.02 0.29 0.71 0.66
1 4 0.08 0.11 0.36 0.57 0.92
East Asia 2 4 0.60 0.48 0.01 0.54 0.15
3 4 1.26 0.53 0.08 0.41 -1.37
4 4 1.25 0.33 0.22 0.48 -0.98
1 4 0.19 0.68 0.28 0.05 0.97
South-East Asia and the Pacific 2 4 9.9 0.78 0.17 0.05 0.86
3 4 1.83 0.79 0.23 0.05 0.73
4 3 1.04 0.85 0.14 0.03 0.84
1 2 0.14 0.61 1.60 0.00 0.84
) 2 2 0.53 0.46 0.20 0.00 0.13
South Asia
3 1 0.40
4 1 0.63
1 22 2.66 0.00 0.00 1.01 0.88
. . . 2 20 2.55 0.07 0.01 0.93 0.90
Latin America and the Caribbean 3 18 3.05 0.00 0.02 0.99 0.66
4 7 18.87 0.34 0.06 0.61 0.80
1 5 1.20 0.01 1.60 0.23 0.96
. 2 3 3.23 0.13 0.29 0.27 0.94
Middle East
3 2 1.57 0.01 0.54 0.00 0.96
4 1 0.23
1 3 2.82 0.17 0.80 0.08 -1.35
North Africa 2 3 7.45 0.23 0.78 0.04 -5.66
3 3 18.97 0.13 0.85 0.07 -10.39
4 1 0.02
1 1 0.21
. 2 1 0.34
Sub-Saharan Africa 3 1 0.1
4 1 1.34

Note: For the details on the measurements, please see Annex 3.
Source: ILO calculations based on the baseline irasldescribed in equation 3 using the input datan the
GET January 2010; January 2011; January 2012; a20a3.
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Table B10. Testing for bias, baseline forecasts

Year(s) ahead

Region
1 2 3 4
. 0.3428** 0.4906* 0.6261* 1.2837%*
World (0.1330) (0.2518) (0.3530) (0.4832)
F(a=0) 6.6454** 3.7942* 3.1460* 7.0585%*
N 89 84 79 59
Developed o 07286** 12130 1.5732 2.7711%%*
Economies (0.1634) (0.3396) (0.4764) (0.6132)
a”ﬁ’ European F(a=0) 19.8879***  12.7611***  10.9037***  20.4238***
Union N 36 36 36 35
Central and o, 05256 1.2809 0.9042 0.3700
South-Eastern (0.3744) (1.1893) (1.4787) (1.1050)
Ebmped(g’sn' F(a=0) 1.9707 1.1600 0.3739 0.1121
el N 12 11 10 6
o, O2410%*  -0.6570%**  -0.9686***  -0.7731%*
Asia (0.0940) (0.1803) (0.2448) (0.2663)
F(a=0) 6.5757** 13.2752%*%*  15.6501%**  8.4255%*
N 10 10 9 8
0.0671 -0.4293 -0.1964 -2.5451
Latin America a
and the (0.3553) (0.3527) (0.6866) (1.4372)
Caribbean F(a=0) 0.0357 1.4816 0.0818 3.1359
N 22 20 18 7
, 01212 -0.1991 -0.6609 0.1758
Middle East (0.4487) (0.8740) (1.3945) (0.5010)
and Africa F(a=0) 0.0729 0.0519 0.2246 0.1232
N 9 7 6 3

Note: Robust standard errors in parenthesis; *** p<0.01, ** p<0.05, * p<0.1
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Table B11. Testing for efficiency, baseline forecasts

Year(s) ahead

Region
1 2 3 a4
0.1074 -0.0434 0.8166 1.9764%**
* (0.2839) (0.4912) (0.5291) (0.7122)
g L0272°% 1.0607*** 0.9787*** 0.9079%**
World (0.0361) (0.0682) (0.0731) (0.1071)
F(a=0,8=1) 3.4096** 1.9196 2.6579* 6.4875%**
R 0.9449 0.8392 0.7028 0.5390
N 89 84 79 59
L, 05511 -0.5553 -0.0889 0.0676
Developed (0.2361) (0.6710) (1.0927) (1.6568)
Economies 8 1.1605*** 1.2250%*** 1.2212%** 1.4098%***
and (0.0314) (0.0965) (0.16442) (0.2827)
European F(a=0,8=1) 19.2420***  7.2510*** 5.6119%** 11.2171%**
Union R® 0.9536 0.8014 0.6174 0.5071
N 36 36 36 35
-0.0063 0.3544 0.8288 -4.5632
Central and ¢ (0.7956) (1.9259) (1.8187) (4.0861)
South- g L0422%** 1.0748%** 1.0063%** 1.5563**
Eaif;rg (0.0799) (0.1823) (0.1518) (0.4075)
(non-£V) F (a=0, 6=13 1.1293 0.5446 0.1926 1.3113
and CIS R® 0.9774 0.8155 0.7570 0.7629
N 12 11 10 6
0.1388 -0.0158 -0.0494 -0.1437
¢ (01777) (0.3090) (0.4061) (0.3963)
g 09104%** 0.8558%** 0.8061*** 0.8464***
Asia (0.0307) (0.0479) (0.0653) (0.0462)
F(0=0,B=1) 8.6452*** 25.8159%**  19.2402***  20.1721***
R 0.9830 0.9508 0.9139 0.8503
N 10 10 9 8
, 00209 -0.6897 0.5684 -0.3374
. (0.5033) (0.6328) (1.1368) (0.9151)
ST g 10056*** 1.0291%** 0.9154*** 0.8213***
j:éetrf']f (0.0388) (0.0618) (0.1126) (0.2243)
T F (a=0, 6=1Z 0.0301 0.8750 0.2947 1.4372
R® 0.8779 0.9041 0.6700 0.6758
N 22 20 18 7
,  Lssozr 2.2387 3.3338 1.0993
(0.3900) (1.0871) (2.1411) (0.9151)
Middle East g 0:8559™* 0.8060%** 0.6970** 0.9314**
and Africa (0.0242) (0.0917) (0.2179) (0.0381)
F(a=0,8=1) 19.3607***  2.5407 1.2124 3.8947
R 0.9559 0.8409 0.7085 0.9967
N 9 7 6 3

Notes: Robust standard errors in parenthesis; *** p<0.01, ** p<0.05, * p<0.1;
R’refers to the regression results.
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Annex 3. Definitions of summary statistics

Indicator

Formula

Average Forecast Error
(AFE)

/N

t+] B )
AFEg,; = [z i

Mean Absolute Forecast Error MAE 3 z 1|(At+1 Ftlfj)| N
(MAE) at+j = |, 1 R /
L=
N .
Mean Squared Forecast Error MSE _ 25=1(Alt+j t+1)
(MSE) w4 R /N
L=
Bias proportion of MSE
prop UBgt+j = AFEg,t+j/MSEa,t+j

(UB)

Variance proportion of MSE
(V)

o 2
UVarj = [V(Ftl-:j' t+])1/2 PV (Abyj Aee )V?] /MSEq 4

Covariance proportion of MSE
(uc)

UCat+] =1-p )V(At+j'Ai+j)/MSEa,t+j

Root Mean Squared Forecast

Error RMSEq.; = MSEy%
(RMSE)
R
Median Squared Forecast Error Medi 2 ALHJ tLI] )?
(MedSE) eaani £
; r R ir
Median Absolute Forecast Error . t+, Ftﬂ
Median Z
(MedAE) ~
N 1(At+j tl-:] ?
R? of forecasts R2 . i=1 R
St = ; —
“ ?]:1(Alt+j - At+1)2

where

A stands for available (actual) observation,

F stands for forecasted observation,

a stands for regions (1,2,...,9) and world,
J stands for thej”‘ year ahead from the latest available observation (1,2,3,4),

i stands for country,

r stands for GET January report (2010, 2011, 2012) and hence R=3,

V(...,...) stands for variance, and

p stands for the correlation coefficient between forecasted and available observations.



An Accuracy Assessment of the Global Employment Trends” Unemployment Rate Forecasts 47

Annex 4. Reported rates

Table D1. Reported total unemployment rates by year and by run (units)

Year GET January 2010 GET January 2011 GET January 2012 GET January 2013
1991 62 60 58
1992 64 64 63 63
1993 69 68 68 68
1994 74 72 71 71
1995 84 83 80 80
1996 85 86 85 84
1997 88 87 86 86
1998 86 86 87 86
1999 95 94 94 95
2000 96 96 95 95
2001 99 101 101 100
2002 94 96 97 98
2003 98 100 99 100
2004 105 106 107 107
2005 100 102 105 106
2006 100 104 106 107
2007 99 102 106 108
2008 86 96 103 110
2009 73 88 101
2010 74 97
2011 84
2012 60
Total 1584 1676 1715 1964

Source: ILO calculations based on the GET January 2010; January 2011; January 2012; January 2013.

Figure D1. Response rates in the latest GET Model run (of total unemployment rate) by
region and selected time period
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m1991-1999 = 2000-2005 2006-2012

Note: The response rate is calculated by dividing the number of countries which reported unemployment rate
with the number of countries per regional group times the years of each time period.
Source: ILO calculations based on the GET January 2013.
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Annex 5. Country groupings used in the Global Employment Trends M odel and Reports

Developed Economies
and European Union
European Union
Austria
Belgium
Bulgaria
Cyprus
Czech Republic
Denmark
Estonia
Finland
France
Germany
Greece
Hungary
Ireland
Italy
Latvia
Lithuania
Luxembourg
Malta
Netherlands
Poland
Portugal
Romania
Slovakia
Slovenia
Spain
Sweden
United Kingdom
North America
Canada
United States
Other Developed
Economies
Australia

Israel
Japan
New Zealand
Western Europe (non-EU)
Iceland
Norway
Switzerland
Central and South-
Eastern Europe (non-EU)
and CIS
Central and South-
Eastern Europe (non-EU)
Albania
Bosnia and
Herzegovina
Croatia
Serbia and
Montenegro
The former Yugoslav
Republic of
Macedonia
Turkey
Commonwealth of
Independent States
Armenia
Azerbaijan
Belarus
Georgia
Kazakhstan
Kyrgyzstan
Republic of Moldova
Russian Federation
Tajikistan
Turkmenistan
Ukraine
Uzbekistan

South Asia

Afghanistan
Bangladesh
Bhutan
India
Maldives
Nepal
Pakistan

Sri Lanka

South-East Asia and the
Pacific
South-East Asia

Brunei Darussalam

Cambodia

East Timor

Indonesia

Lao People’s
Democratic Republic

Malaysia

Myanmar

Philippines

Singapore

Thailand

Viet Nam

Pacific Islands

Fiji
Papua New Guinea
Solomon Islands

East Asia

China

Hong Kong, China

Korea, Democratic
People’s Republic of

Korea, Republic of

Macau, China

Mongolia

Taiwan, China

Latin America and the
Caribbean
Caribbean
Bahamas
Barbados
Cuba
DominicanRepublic
Guadeloupe
Guyana
Haiti
Jamaica
Martinique
NetherlandsAntilles
Puerto Rico
Suriname
Trinidad and Tobago
Central America
Belize
Costa Rica
El Salvador
Guatemala
Honduras
Mexico
Nicaragua
Panama
South America
Argentina
Bolivia
Brazil
Chile
Colombia
Ecuador
Paraguay
Peru
Uruguay
Venezuela, Bolivarian
Republic of

Middle East
Bahrain
Iran, Islamic Republic
of
Iraq
Jordan
Kuwait
Lebanon
Oman
Qatar
Saudi Arabia
Syrian Arab Republic
United Arab Emirates
West Bank and
Gaza Strip
Yemen
North Africa
Algeria
Egypt
Libya
Morocco
Sudan
Tunisia
Sub-Saharan Africa
Eastern Africa
Burundi
Comoros
Eritrea
Ethiopia
Kenya
Madagascar
Malawi
Mauritius
Mozambique
Réunion
Rwanda
Somalia

Tanzania, United
Republic of
Uganda
Zambia
Zimbabwe
Middle Africa
Angola
Cameroon
Central African
Republic
Chad
Congo
Congo, Democratic
Republic of
Equatorial Guinea
Gabon
Southern Africa
Botswana
Lesotho
Namibia
South Africa
Swaziland
Western Africa
Benin
Burkina Faso
Cape Verde
Coted’lvoire
Gambia
Ghana
Guinea
Guinea-Bissau
Liberia
Mali
Mauritania
Niger
Nigeria
Senegal
Sierra Leone
Togo



